CSE 5211
Fall 2007 Homework 3
Points:
30
Due:  9/27/07
1. Write the Dynamic Programming (DP) algorithm for the Longest Common Subsequence (LCS) problem (clrs/lec15.pdf) and analyze its time and space complexities.
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2. The following is a recurrence formula (for aligning sequences with gaps, you need not be concerned about the problem that the formula models). Write a Dynamic Programming algorithm for computing a[i,j], where i and j are integers between 0 and a constant N>0. 

a[i, 0]= -2i, a[0, j]= -2j,

a[i, j] = max{a[i-1,j]-2,   a[i, j-1]-2,   a[i-1, j-1] + p(i,j)} for both i and j >0, integer matrix p(i,j) is part of input.

Analyze the time-complexity of the algorithm.
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3. Develop the optimum aggregate cost matrix using the DP algorithm for the following binary-search-tree-organization problem.

a1(1), a2(2), a3(5), a4(7), a5(10), where the parentheses values are the access frequencies.

Show the root nodes for each entry in the cost matrix (in a separate matrix or within the cost matrix itself), and retract an optimal tree from there. In your answer paper you should show three sample calculations (not all) including the final calculation for C(1, 5).









[10]

4. Programming assignment (3rd):
 Points: 20


Due: 9/27/07
For the LCS problem implement both the Memoization, and the Dynamic Programming algorithms (from Q1 above) and compare their relative empirical time complexities. 

Submission: hard copy report, with source codes in the appendix. 

If you have used any clever data structure in implementing the Memoization algorithm for better efficiency, then discuss that in the report.

