Algorithms:

Fall 2011   (30 - + meetings, ~15 weeks)
	Date
	Activities Planned
	Comments

	Aug 23, T
	Intro, obviously!

2. Max-sub-sum alg 

3. #arcs on complete graph: Inductive pf.


	Asked stds to implement Fibonacci recursive and iterative code to check time-growth with input.

	Aug 25, R
	Divide & conquer: Insertion sort-proof, Merge Sort, Quick Sort, Quick sort-cases
Recurrence Eq

	Asked: implement quick sort.


	Aug 30, T
	Comp-sort-omega, count-sort

D&Q: Matrix Mult, Strassen Alg, FFT
	

	Sep 1, R
(Drop w/o W grade, Sep 2)
	D&Q:  FFT

UG Prog Asnmnt 1: Max-sub-Seq

Grad Prog Asnmt 1: complete FFT example: hard copy submit in next class
	Asked: complete recursive-FFT algorithm stepping with 8 co-eff.

In-class assignment on Sep 8 Thursday, 40 min.

	Sep 6, T

(Sep 5, Labor day)


	---
	Project announced

	Sep 8, R
	FFT contd.

Quiz 1– OPEN BOOK, 40 min, syllabus – up to this point

	ok

	Sep 13, T
	DP 0-1KS,
Matrix chain mult introduced
	I need project grouping information 

	Sep 15, R
	DP Matrix chain mult.

	

	Sep 20, T
	DP: Optimal Binary-tree organization

 
	(1) Opt bin-search tree organization: Grad syllabus.
(2) Floyd-Warshan all pairs shortest path: read yourself, both Grad & UG

	Sep 22, R
	Greedy: Multi-proc Last-FT,
Huffman encoding ,

Rational-KS 


	

	Sep 27, T
	ME: complexity of Huffman

Presentations/ Demo: Grad groups


	Given a set of coeff evaluate at corresponding omega’s

	Sep 29, R
	Backtracking: basics, 0-1KS, Bounding fn

Grad Project demo finished
	

	Oct 4, T
	Backtracking: Game search
Graph Alg: Basics, 

Intro to topological sort
	UG Project-1 report due


	Oct 6, R
	Topological-sort,
Q-based topo-sort

Djikstra’s algorithm
	UG: Project-2 Phase-1 report due

	Oct 11, T

(Fall Break Oct 10-11)
	- - - - -
	

	Oct 13, R
	Guest lecture
	Need more discussion (expt methodology, results, space consumption, etc.) on Proj-1 report, I will discuss & return previous reports, 
Resubmission DUE: Nov 1

	Oct 18, T


	Discussion of UG reports

Graph Alg: Dijkstra & proof Graph Alg: DFS, SCC
	UG Proj2: Everybody has same game! (1) I may ask competetion between teams, or (2) compare codes between teams by an automated tool.

	Oct 20, R
	UG Presentations/ Demo

Project-1: Looking for GUI targeted to general public

	UG Project-1 demo: you may improve your grades by rearranging your demo again in my office, before the final exam date!
Grades spreadsheet is online now

	Oct 25, T
	Quiz2 on DP including Floyd-Warshall alg, Greedy, BackTracking, Graph Alg
	40pts, open book+my lecture notes minus any personal notes, electronic aids, etc…

	Oct 27, R
(Drop with ‘W’, Oct 28)
	NP-hardness basics, SAT
	

	Nov 1, T
	NP-hardness: proving 3SAT is NP-C;
What to do with NP-C problems;
Complexity FAQ
	UG Proj1 Phase1 report 

Re-submission

	Nov 3, R
	Complexity theory: FAQ
Linear Programming: intro
	Read on motivating scenario in the Linear Programming Chapter

	Nov 8, T
	UG Presentations/ Demo: Proj-2
Quiz 2 papers return and discussion
	10 min each group: Explain the game, do a sample run, your GUI, your source code, board evaluation function, and answer questions…

10 min compete pairing groups: Play against another group’s program: Good job, 2 groups!

	Nov 10, R
(Nov 11 Veterans Day)
	Linear Programming: Ch 29

	Everyone who made <=20 in Quiz2 must do the test again and submit to me asap.
UG reminder: Demo your updated Proj1 in my office again

	Nov 15, T


	LP

	

	Nov 17, R
	Grad Project presentation:  FFT-two-polynomial multiplication with GPU-Parallelization: demo
Demo/presentation:

Group 1: great job

Group 5: working code

See comments below for both--
	Individual understanding of: 
1. polynomial mult using FFT, 2.butterfly, and 
3. how GPU works, is a must – expect oral in-class questions and a test question!
Demo: Show where multi-threading is done,

non-GPU vs GPU speedup,

visualize/demonstrate GPU performance-temperature-etc.,,,



	Nov 22, T
	Project demo continued
	

	Nov 29, T

(Nov 23-27, Thanksgiving)
	TEST 3 for those with Q2 grade <30 & who resubmitted the redone Q2,

on Q2 syllabus
=> Q2 grade will be best of the 2 Q2’s with max 30

	

	Dec 1, R

	LUP decomposition, ch 28
Grad Project Report due: hard copy + zip with code and send by e-mail, name of the file should contain your name
UG: Project2 – write a small report discussing strategy, efficiency-vs-ply, reference, etc.
	

	Dec 6, T

(Last day)
	Fourier Transformation using FFT

Final discussion
Thank You! / ?Feedback
	Group-6: Manasa-Srikanth-Amulya: MEET ME

UG Missing Proj2 Report copy: Mark-Alsalem-Alsubait

	Dec 13,T, 

 6-8pm


	Final Exam: bring your own paper
Evaluation to be done: Forgot!

	Office hours on Thursday: 2-4pm
STILL WAITING FOR SOME REPORTS!


Grad Project (group of three – but individual grading)
Implement FFT generation with OpenCL:
Find a GPU enable system, download install a library you will use, write “hello world” code on GPU, code recursive FFT discussed in class on a sequential machine (phase 1 demo), parallelize iterative-FFT (butterfly) on GPU, and do polynomial multiplication on GPU (phase 2 demo).
Phases: 

(1) Implement recursive FFT on a regular machine, but in your target language; I would also like to know about your simple program on a GPU system:  Sep 27
(2) Parallelize polynomial multiplication with GPU butterfly FFT, Nov 22
Graduate groups

Group-1: Miles-Nick-Coty

Group-2: Ancy-Anurag-Hemanth

Group-3: Apurva-Gayatri-Priya

Group-4: Yuntei-Sen-Daniel

Group-5: Jigar-Gokhila-Jacob

Group-6: Manasa-Srikanth-Amulya

Phase-1 Group Demo, 9/27
Around 20 min each group

30 pts, Individual grading based on contribution & understanding
2 test cases: one test case from you, one from me; 

In case demo is not showable for logistics reason 2 test cases on your slides
======================================
9-27-11:

Do we need to prepare slides to show our results? Or is it fine if our code is running and we show it to you.

Just running code will do at this point, but having a presentation may come handy just in case there is some hassle in running code in the class.

dm

Thanks. One more thing I wanted to ask you that we tried running our code with 8 coefficients and we were having some troubles but while running with 4 coefficients was fine. Is it okay for the time being, we will do modifications and changes to improve our code soon. 
yes, mention your weakness during your presentation.

= = = = = = = = = = = = = = = = = =

Project Phase-2 Demo:  11/15/11

Understanding will be the focus, both algorithm and implementation.
Phase-3: Report due: 12/1/11

Graduate Project Resources:
	OpenCL changes in the Open Lab 

	Keith Johnson 

	
	

	Sent: 
	Tuesday, November 15, 2011 2:53 PM 

	To: 
	Debasis Mitra


	


Hello,

Campus IT has recently upgraded the machines in the Open lab(OEC132).  In order for the OpenCL stuff to work correctly on these new machines, some changes need to be made to the project configurations.  I have made these changes to the files on my site.  Please let your students know to update their project configurations if they experience any issues working in the Open Lab. 

http://cs.fit.edu/~kjohns07/opencl/
Thanks,
Keith Johnson, Systems Administrator, Department of Computer Sciences
Florida Institute of Technology, 321-674-8909, Harris Center 215, kjohns07@cs.fit.edu
	OpenCL information 

	Keith Johnson 

	
	

	Sent: 
	Tuesday, December 06, 2011 3:33 PM 

	To: 
	Debasis Mitra

	Attachments: 
	[image: image1.png]




 HYPERLINK "https://webmail.it.fit.edu/owa/attachment.ashx?attach=1&id=RgAAAABHLcHwJcHRQ4vwHzw0l2n9BwA8ZBPA%2bk72RpToUJDPKc0HAAAAKoKXAAC7Sv06xUYAQIYK%2f6hPwKghAaK3aVATAAAJ&attid0=EAC9Yyhl0grtSI1xReiNvTF5&attcnt=1" \o "Using OpenCL on andrew.cs.fit.edu.pdf" \t "_blank" Using OpenCL on andrew.cs.~1.pdf‎ (344 KB‎)[Open as Web Page]


	


Hey Dr. Mitra,

I checked out the iMac’s in the Open Lab(132) earlier today and they would be capable of running OpenCL on the gpu’s if the operating system is upgraded(they currently run 10.5, OpenCL requires 10.6+).  I’ve sent an email to Lab support to see if this is possible. I do have an alternative that I think will work well.  I’ve set up a system to allow students to compile and run their OpenCL code on one of my servers.  It doesn’t have the greatest graphics card(a PCI NVIDIA 9400GT) but it is capable of running OpenCL code. The biggest caveat is that since only one job can be running on the GPU at any given time, I’ve had to place a 5 minute timelimit on programs to prevent a single job from tying up the system(Adjustable if necessary).  I’ve attached a pdf file of instructions for use if you’d like to give it a try or forward to others(I’ve already added you to  the list of allowed users).  There may still be some tweaking that needs to be done, but I’d like to open it up and hopefully get a few people to start interacting with it. Thanks,
Keith Johnson
…/Algorithms/Using OpenCL on andrew.cs.fit.edu.pdf


=============================

UG groups

Group-1: Daniel-Roby

Group-2: Michael-Chris

Group-3: Mark-Alsalem-Alsubait 

Undergrad Project 1 (group of two/three): 

Implement all 4 max-sub-sum algorithms (my notes: <a href="lectures/INTRO.doc">).
Submission: (1) A report containing the plots of how the time (and if possible, space) consumption grows for each algorithm with problem size (input sequence size),  (2) commented code. Oct 4
Demo: Download a sequence of day-wise stock value changes of some corporation and run your program to find maximum rising streak (a max-sub sum problem). Think of a nice GUI that will show how the four algorithms go through widely different number of steps in obtaining the result. Imagine you are giving the demo to lay persons to impress on importance of good algorithms. Time: each group 20 min. Due: Oct 20
------------------- e-mail exchange below ------
Looks cool to me.

The primary idea is to show quantified run time for each algorithm, preferably the number of steps' growth, 

in relation to the inner workings of each algorithm being explained to lay persons.

dm

________________________________________

From: 

Sent: Thursday, October 20, 2011 12:53 AM

To: Debasis Mitra

Subject: Re: CSE4081

Hi Dr. Mitra

As attach is our GUI for today demo. Please tell us what do you think of it.

So, if there is any change need to be made before class.

Thanks,

--------------------------------------------

Undergrad Project 2: 

Think of a simple adversarial (2 players) game. Implement alpha-beta pruning and show how different ply-values affect time complexity vs expertise of the program.
Phase-1 (Report): (1) Your choice of a game – describe with an example (3x3 Tic-tac-toe is not acceptable), (2) Pseudo-code of your algorithm for that game, (3) Who will work on which part of coding-testing-etc.
Phase-2: In class demo – different level of ply vs time vs effectiveness/smartness of the system.
Report: Due Dec 1
Graduate Project Presentation / demo:

Group 1: Great job with experimental results, all three members involved, 2 GPU versions working, runtime probed with visualizer,

Expectation in report: local memory utilization, other planned efficiency improvements…

Group 5: GPU working at Jacob’s home, screenshot presented, tried 2-4 radixes but can go only up to poly size 8, Gokhila not presenting much but seems to know about code,

Expectation:  Experimental results, size >>8, CPU version in lab, 
