Algorithms:

Fall 2012   (23 - + meetings, ~12 weeks)
	Date on Fa’12
	Activities Planned in Fa12

(some information from Fa’11 is deliberately left here)
	Comments from Fa11

	Aug 20, M
	Intro, obviously!

2. Max-sub-sum alg ;

	Inductive pf: .#arcs on a complete graph:

	Aug 22, W
	Inductive proof;

Sorting: Insertion sort – clrs ch-1;

Av. Complexity of 1inversion/step sort O(n^2) (my Sort-note pg3)

Better if >1inversion/step;

Divide & conquer: Merge Sort (clrs ch-1 slide)

Recurrence Eq.: master’s thm (last pg of my note)

	Implement Fibonacci recursive and iterative code to check time-growth with input n: 

f(n) = f(n-1) + f(n-2), for n>1, and f(0)=f(1)=1


	Aug 27, M

(Aug 31 drop day)
	D&Q from clrs notes

Quick Sort from animation,

Quick sort-cases, Quick select from my notes;

Comparison-sort-omega, count-sort
	Prove correctness of Insertion sort algorithm, by induction


	Aug 29, W
	D&Q:  FFT;
Grad group Project Asnmt 1: code recursive FFT: due Sep 17
	I need project grouping information


	Sept 3, M

(Labor day)
	---
	Enjoy!

	Sep 5, W


	FFT
	Grad std find GPU code-able machine for project

	Sep 10, M
	Quiz 1??– OPEN BOOK, 40 min, syllabus – up to this point


	UG: submit Quiz’ FFT answer again to me next class

	Sep 12, W
	Dynamic Prog: Fibonacci,

0-1KS,

Matrix chain mult.


	UG Project: adversarial board game with backtracking and alpha-beta pruning

	Sep 17, M
	DP: Optimal MatrixChainMult organization

 
	Recursive FFT code due Grad st.



	Sep 19, W
	UG Project (Backtracking): MinMax algorithm for adversarial game, alpha-beta pruning
	

	Sep 24, M
	Quiz 1 discussion;

DP: Approximate string alignment  algorithm
	

	Sep 26, W
	Greedy: Rational-KS, 

Huffman encoding 
Me: complexity of Huffman
	More on FFT – grad std

	Oct 1, M
	Backtracking: basics, 0-1KS, Bounding fn
	

	Oct 3, W
	Discussion of Grad project report-1;

Topological-sort,

Q-based topo-sort,
Djikstra’s algorithm
	UG Project: MinMax code+description for Othello-game due;

UG Homework, due 10/10/12

	Oct 8-9, 

(Fall Break)
	- - - - -
	

	Oct 10, W
	Discussion of UG report-1;
Graph Alg: Q-based Dijkstra 
DFS: SCC
	HW due (UG)

	Oct 15, M
	Lecture: Floyd-Warshall all-pairs-shortest-path;
UG Presentations/ Demo / code review

	UG project, Freeze code & submit report: Nov 5

	Oct 17, W

	Network flow
	

	Oct 22, M
	UG Hw discussion;

Min-spanning tree algorithms
	

	Oct 24, W

(Oct 26 Drop with ‘W’)
	Quiz2 on DP (including Floyd-Warshall alg), Greedy, BackTracking, and Graph Algorithms
	

	Oct 29, M
(to conf.)
	Guest instructor: Dr. Silaghi
	UG group: demo your game to Dr. Silaghi: I will ask him to give me feedback/grade

	Oct 31, W


	· - - 
	

	Nov 5, M
	NP-hardness basics, SAT; NP-hardness: proving 3SAT is NP-C;


	UG project report due

	Nov 7, W
	What to do with NP-C problems;

Complexity theory: FAQ
	

	Nov 14, W

(Nov 12 Veterans Day)
	Quiz 2 papers return and discussion;

Linear Programming Ch 29: intro;
Each Grad group state Proj status (5 min/gr)
	

	Nov 19, M
	Linear Programming 


	

	Nov 21-23

Thanksgiving
	· - - 

	

	Nov 26, M
	Linear programming;

Time permitting, UG demo (15 min/group): (1) Improvement in strategy, (2) Expt result, (3) Run code
	

	Nov 28, W
	Graph Alg: Traveling Sales Person (from Stinson);
UG demo (15 min/group): (1) Improvement in strategy, (2) Expt result, (3) Run code
	

	Dec 3, M
	Grad Project presentation
Demo/presentation: 1) Each person in the group must talk; 2)A few slides may mention on GPU basics but do not spend more than a min or so on it; 3) Code review; 4) Show how your program works on GPU (or not); 5) Demo first on polynomial FFT and then two polynomial-mult; 6) What are the weaknesses – what would you do differently if you start again

	Grading is individual based on contribution & understanding, each member must show participation; Report should contain project management issues like who-did-what-when etc.
FREEZE YOUR CODE BEFORE CLASS STARTS!

Each group 20 min: presentation+code+demo,

Be prepared with your media (your laptop, u-drive, remote access, etc.), have alternatives in case one media does not work



	Dec 5, W 
	Project demo continued
EVEN IF YOU CANNOT RUN ON GPU, AT LEAST RUN ITERATIVE FFT ON CPU, IF YOU CANNOT EVEN DO THAT RUN RECURSIVE FFT – SHOW SOMETHING!
	Grad project report due: Dec 7
Report should show experimentation on any timing improvement (or not) for GPU parallelization;
Project grade is extremely important – grade sheet is up on the web long since

	Dec 12, W

6-8 pm, in class room
	 Exam
	


Fall 2012
Grad Project (group of two – but individual grading)
Implement FFT for polynomial multiplication, with OpenCL:
Find a GPU enable system, download install a library you will use, write “hello world” code on GPU, implement recursive FFT discussed in class on a sequential machine (phase 1), parallelize iterative-FFT (butterfly) on a GPU using OpenGL, and do polynomial multiplication on GPU (phase 2 demo + report).
Phases: 

(1) Implement recursive FFT on a regular machine, but in your target language; 
(2) Parallelize polynomial multiplication with GPU butterfly FFT, 
Report due: Dec 7 Friday
Graduate groups
Group-1: Ihsan-Alan
Group-2: Shanbin-Bo
Group-3: Srinivas-Rajnith
Group-4: Andreas-Shuhang
Group-5: Jose-Sambit
Group-6: Chen-Xiaoyu
2 test cases: one test case from you, one from me; 
In case demo is not showable for logistics reason 2 test cases should be on your slides & report
9-27-11:

Do we need to prepare slides to show our results? Or is it fine if our code is running and we show it to you.

Just running code will do at this point, but having a presentation may come handy just in case there is some hassle in running code in the class.

dm

Thanks. One more thing I wanted to ask you that we tried running our code with 8 coefficients and we were having some troubles but while running with 4 coefficients was fine. Is it okay for the time being, we will do modifications and changes to improve our code soon. 
yes, mention your weakness during your presentation.

= = = = = = = = = = = = = = = = = =

Project Phase-2 Demo:  ???11/15/11

Understanding will be the focus, both algorithm and implementation.
Phase-3: Report due: ??12/1/11

Graduate Project Resources:
http://cs.fit.edu/~kjohns07/opencl/
…/Algorithms/Using OpenCL on andrew.cs.fit.edu.pdf


=============================

UG groups

Group-1: Kesan-Dillon
Group-2: Michael-Bradley
Undergrad Project 1 (group of two/three): 

Adversarial (2 players) game: Othello. Implement alpha-beta pruning and show how different ply-values affect time complexity vs expertise of the program.
Phase-1: Code of your MinMax algorithm for that game
Phase-2: In class demo – different level of ply vs time vs effectiveness/smartness of the system. ???date
Report: Due ??Dec 1
Group-4: Andreas-Shuhang
Group-2: Shanbin-Bo
Group-3: Srinivas-Rajnith
Group-6: Chen-Xiaoyu
Group-5: Jose-Sambit
Group-1: Ihsan-Alan
Presentation

Code

Run for FT, evaluate to n roots:

Power (0, 1, 2, 3)

Co-eff (2, 0, 1, 0)

[ or multiply with (1, 0, 0, 0)]

Ploynomial mult:

Co-eff1 (2, 0, 1, 0)

Co-eff2 (3, 1, 0, 0)

Real-result (6, 2, 3, 1)

