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ANSWERS SHOULD BE BRIEF. 

[Students ignore these key words: Foundations, Problem solving, Algorithm understanding.]
Q1a. What is the asymptotic time complexity in terms of n of the following pseudo-code fragment: 








[2 pts]
1. For k = 1 to 5 do

2.   For j = 1 to n2 do

      3.

Count[k]++;

Ans: O(n2)
First loop, line 1 is five steps: O(1),

Second loop runs n2 times:  O(n2) 
Total => O(n2)
Q1b. What is the asymptotic space complexity in above code fragment?
[2]
Ans: O(1)
Count[1], Count[2], … Count[5],  only 5 memory units are needed => O(1).
Q1c. What is the time complexity of the following pseudo-code fragment in terms of n: 

1. For i = 1 to n do
2.     For k = i to n do

3.        For j = i to  k do

4. 

Count[j]++;






[2]
Ans: O(n3)
Time complexity:

Σ i=1 to n   Σ k=i to n Σ j=i to k  O(1)

  = Σ i=1 to n   Σ k=i to n (k-i+1)  

   = Σ i=1 to n (Σ k=i to n k) – Σ i=1 to n (i-1)  

   = n.n(n+1)/2  + (1/2) Σ i=1 to n(i2 +i) – Σ i=1 to n (i-1)
   = O(n3)   +/-  O(n2)
    = O(n3)     

Q1d. What is the asymptotic space complexity in the above code fragment?
[2]
Ans: O(n)

Space complexity: O(n), as maximum Count[j] variables needed is 1..n, although only a part of them is used when  i<n.
Q2a.  Solve using Master’s theorem and provide the answer:

[2]
T(n) = T(n/2)+O(1)

Ans:  O(log n)
a=1, b=2, i=0:  a = b^i:  T(n) = O(n^I (log n) ) by Master’s thm.





= O(log n)
Q2b.  Solve using Master’s theorem and provide the answer:

[2]
T(n) = 5T(n/2)+O(1)

Ans:  O(n^(log2 5) )

a=5, b=2, i=0:  a > b^i:  T(n) = O(n^(log2 5) ) by Master’s thm.





= O(nk), k is the constant= log2 5
Q2c.  Solve using Master’s theorem and provide the answer:



T(n) = 5T(n/2)+O(n2)







[2]
Ans:  O(n^2)

a=5, b=2, i=2:  a >  b^i:  T(n) = O(n^ log2 5 ) by Master’s thm.





= O(n^2.*)

Q2d.  Solve using Master’s theorem and provide the answer:



T(n) = 9T(n/3)+O(n2)







[2]
Ans:  O(n2 log n )
a=9, b=3, i=2:  a = b^i:  T(n) = O(n^i (log3 n) ) by Master’s thm.





= O(n2 log n ), base of log can be changed with a constant multiplier
Q2c. A three way merge sort (instead of two partitions) will need a Merge algorithm for a three way merge. What will be the time complexity of a similar three-way merge?
   [2]
Ans. O(n).
Merge is a linear algorithm. Three pointers will run instead of two, but over each element once and only once as before in two-way merge.
Q3a. For sorting an input list of size 32 by QuickSort recursive algorithm, how many QuickSort calls will be made? Presume the Pivot choice policy is perfect, and QuickPartition always divides the list in half. Explain in one or two lines.
[4]
Ans. 
T(32) = 1+2+4+ … +2^log(32)  =  2^0 +2^1 +2^2 + … +2^5 = 63, the first call is the driver.

This is a geometric series, see http://en.wikipedia.org/wiki/Geometric_series
Grader: Just providing the series gets 4 points.
Q3b. For sorting an input list of size n by QuickSort algorithm, how many QuickPartition calls will be made (in big O notation)? Explain in one or two lines.

[4]
Ans. O(n)

One QuickPartition per each call (except on recursion termination). So, it is of the same order as the number of QuickSort recursive calls, even though it is not two per call. As per the above analysis, T(n) = = 1+2+4+ … +2^log(n-1)  = O(2^((log (n-1))-1)) = O(n-1) = O(n).
Q3c. After performing QuickPartition([8  1  5  10  0  3  5  2  7  6],  6), what will be the position of the pivot 6 in the returned list, presuming that the  indexing starts with 1?   [2]
Ans. 7.

A sample array after the above QuickPartition is [2 1 5 5 0 3 6  7 8 10]
Q4. A 0-1 Knapsack problem with the dynamic programming algorithm. What is the optimal profit for the following objects list, and what is the knapsack content? Intermediate results should be shown, but you may not need to compute the full table.
{O1(5Kg, $3), O2(3, 30), O3(6, 44), O4(7, 56), O5(2, 20), }, M=8.  


[10]
Ans:  64, use memoisation to fill only those elements needed.










	w->
	0
	1
	2
	3
	4
	5
	6
	7
	8

	{ }
	0
	0
	0
	0
	0
	0
	0
	0
	0

	{O1}
	0
	0 { }
	0
	0
	0
	3
	3
	3
	3

	{O1 O2}
	0
	0 { }
	0
	30
	30
	30
	30
	30
	33

	{O1 O2 O3}
	0
	0
	0
	30
	30
	30
	44 {O3}
	44
	44 {O3}

	{O1 O2 O3 O4 }
	0
	0
	0
	30
	30
	30
	44 {O3}
	56
	56 {O4}

	{O1 O2 O3 O4  O5 }
	
	
	
	
	
	
	
	
	64 {O3, O5}


