Artificial Intelligence
CSE 5290, Spring 2018
Instructor: Debasis Mitra, Ph.D.

Office: Harris 325   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/ArtInt/
	Class 
	8:00 pm - 9:15 pm 
	TR 
	Frederick C. Crawford Bldg 401 


Office Hours: MT 1:30-3:30 pm (or by appointment)
Tentative Grading plan: Quizzes/Class Exams: 40%, Project: 30%, Final exam: 30%

SYLLABUS AI FALL 2018

*Materials under *---* are excluded.

SEARCH

Ch 3.3-3.4.5, *bi-directional search*,3.4.7-3.5.2, *memory bounded srch*, 3.6-3nd

Ch 4-4.2

Ch 5-5.3

CONSTRAINTS

Ch 6-6.2.5, 6.3-6.3.2, 6.5 (*use of symmetries on p226*)

*Temporal reasoning*

LOGIC

Ch 7.3-7.5.2, *completeness of resolution*, 7.5.3-7.6.2, *walksat algorithm*, 

Ch 8.2-8.3

Ch 9-9.2.2, 9.3-9.3.2, 9.4.1, 9.5-9.5.3

PROBABILISTIC REASONING

Ch 13.2-end

Ch 14-14.3

LEARNING

Decision Tree  18 – 18.3.4

Evaluation  18.4

Model Selection  18.4.1

Regularization  18.4.3

Theory  18.5.0

Regression 18.6 – 18.6.2

Classification  18.6.3 – 18.6.4

Neural Network  18.7 – 18.7.4 (exclude exotic varieties of NN on my slides)

Non-parametric models  18.8 – 18.8.4

SVM basics 18.5

Clustering basics (from my slides)

ETHICS

My slides
Detail plan for Spring  2018: ~ 28 days
Lectures planned: Search 4, Constraints 3, Auto Reasoning 4, Prob Reasoning 4, Machine Learning 5, Ethics 1, 
Exams 3, Std presentations 4
	Date
	Activities planned/ performed 
	

	Jan 09, T
	Introduction to AI, and background
	

	Jan 11, R


	Big O-notation (Algo-Intro slide 1-10), 

Djikstra algorithm (Algo-Graph slide 23-25), Min-spanning tree algorithm (Algo-Graph slide 54), DFS (Algo-Graph slide 60), 

	 

	Jan 16, T
	Euler tour/ckt (Algo-Graph sl 81),

NP-completeness (Algo-Complexity slide 41, 43-4, 46, 63-4))

AI SEARCH (From my slides): 8-puzzle: https://n-puzzle-solver.appspot.com/
BFS- Uniform Cost;  DFS-Depth Limited, Iterative-deepening,

	Coding exc 1 due. (see below this table).

	Jan 18, R

	Iterative-deepening,

Heuristic Search A*, IDA*, SMA*
MySlides 15-37
	 Form your project groups.

	Jan 23, T


	Local search from Text-slides: Local search, Hill-climbing, Gradient search, Local beam search, 

Simulated Annealing, Genetic Algorithm, 

Other types of search problems,

My Slides: 38-end 
	PROJECTS  START

	Jan 25, R
	Text Slides Ch 4a
Search problems. 
	Coding exc 2 due. (see below this table).

	Jan 30, T
	REASONING  WITH CONSTRAINTS: Motivating with Map/Graph coloring, Backtracking, Forward Checking 
	Project written proposal due

	Feb 1, R
	Local search (Textslides),

SAT problem from Algorithms-Complexity slides (Algo:Complexity: Sl 32-44)

Node-Arc-Path-Global consistency (My slides up to sl 19, 33-end)
	

	Feb 6, T
	Brief intro to artificial neural network
SPATIO-TEMPORAL CONSTRAINT REASONING from my slides (All slides are within syllabus). 
A relevant web page:

https://www.ics.uci.edu/~alspaugh/cls/shr/allen.html
	 Coding exc 3 due. (see below this table).

	Feb 8,  R
	Projects presentation-1: each group ~5 min
 
	Presentation, based on my feedback on proposal, and your code-data set up.
If you use your own laptop make sure to bring all types of connectors, classroom system is very limited!


	Feb 13,  T
	AUTOMATED REASONING:  Syntax-Semantics-Model, Satisfaction-Entailment-Inference procedure-Validity;

Take-home Exam -1 opened: <a href="2018Spr/Exam1.docx">Exam-1</a>, due by 2/17/18/Saturday 11:59pm as softcopy upload on canvas
on Search and Constraint Reasoning (up to Ch 5, with materials covered only in class)
	Created a Comments on Projects: <a href="2018Spr/ProjectsTrackerSp18.doc"> for Presentation-1 </a>.

	Feb 15,  R
	Exam-1 due on Saturday 11pm
AUTOMATED REASONING - continued:  

Propositional Knowledge Base, Model checking algorithm,

Forward chaining algo, Backward chaining algo (up to sl#66)
	 Code 4 due in class

	Feb 20,  T
	CNF, Resolution Algo (p255), Horn Clause, Definite clause 

AUTOMATED REASONING:  First Order Logic-Motivation;

Model-Interpretation-Quantifiers-Inferencing 

Completeness-Herbrand Universe, Resolution strategies

Unification, Forward Chaining, Backward Chaining,
	Project first deliverable: report

	Feb 22,  R
	Project presentation: ~10 min each group.
	  

	Feb 27,  T
	MODELING UNCERTAINTY, Ch 14: Motivation

Probability-Joint-Inference-Conditional-Baye’s rule;

REASONING WITH UNCERTAINTY: Ch 14: Bayesian Net
	

	Mar 01, R
	Reasoning with probability, Node-structuring, Conditional Independence
	 

	Mar 5-9, Spring break
	 - - - 
	

	Mar 13, T
	Exercises in Ch9.6, 9.9b, 9.24a-c 

No class.
	 

	Mar 15,  R
	Mid Term: On line Canvas  - bring your laptop! 

In class, Full class time, Closed book, Proctored by S. Selmane.
Search, Constraint, Logic.
	 

	Mar 20,  T
	Guest lecture: Game search or adversarial search (Ch 6, in syllabus)
Dr. Silaghi
	 

	Mar 22,  R
	Project presentation: ~10 min each group.
	Second project deadline: hard copies in class

	Mar 27,  T
	Bayes net continued

Sample questions Ch13: 13.8, 14, 15
	 

	Mar 29,  R
	Ch 18: MACHINE LEARNING: Decision tree, basics: up to slides 27 today 

Ch 18.6: MACHINE LEARNING continued: MDL, PAC,
18.6.1-2. Regression: Linear,
	 

	Apr 03,  T
	Mid Term key

Return of project preliminary reports

Multi-variate regression, Non-linear
18.6.3-4. Classifiers, Logistic regression, Perceptron
	 Schedule meeting during office hours with me discuss your report if necessary, those who cannot come during day time may meet me after each class.
I will expect another updated draft report even before the final report submission.

	Apr 05,  R
	18.7.1-4.  Artificial-neural Networks
	3 pts deduction for those who wrote MidTerms late.
I added 6pts to everybody on MidTerm in order to curve.

	Apr 10,  T
	Ch 18.8: non-parametric
Project discussion – group by group
	

	Apr 12,  R
	Project discussion – group by group continues
Ch 18.9-10: SVM, Ada-boost, 

Clustering basics: K-means,   from https://en.wikipedia.org/wiki/K-means_clustering

	

	Apr 17,  T
	Clustering: Hierarchical and Density-based clusterings
Exam-2 on Uncertainty Reasoning and Machine Learning starts
	Project due extended to avoid conflict with Exam2

	Apr 19,  R
	Exam-2 hard-copy submission
AI and Ethics (my slides are included in syllabus/test)
	Project Final report due on April 22 Sunday 11:59pm:
zip-file name with one group member’s name,

CANVAS UPLOAD,

zip-file with (1) code commented with how to run,

(2) Report explaining your essential work and results (cut the basics); and

(3) Your final presentation;

Data for Joel’s and Rui’s groups.

	Apr 24,  T

Last Class
	Project final presentation (may take longer than class time to finish), 10 min each group
	Comments on final reports are below.

We will have a final exam on its due time as below.
Final:

Syllabus above this Table.

Bring calculator / ask me to use your laptop calculator.

You must learn to do Info gain calculation to draw a decision tree from a training set – many missed Exam 2 Q3.

I strongly recommend you catch me and take a look at your Exam2 answer paper – points do not teach you on your mistakes.

You must bring your laptop to answer multiple-choice 
questions MCQ on Canvas) a part of the test).
Four problem questions for writing on answer paper, 

and one MCQ set of questions on Canvas (12 minutes)

Each question 10 points.

	Final exam:
	https://policy.fit.edu/policy/7587
Final exam Part-1: Max 39, Min 16, most folks are around 30. Key is linked from the class page.
Aggregate formula: Project 35%, Exam1 10%, Exam2 12%, Final 20%, MidTerm 12%, Coding 11%

	You are responsible for looking it up on the FIT site for correct date.

I provide the information here to help you only.

	Class at 8 p.m.
	Tuesday and Thursday classes
	Thursday, May 3, 8:30-10:30 p.m.


COMMENTS ON FINAL REPORT

(Individual grading between partners may be done)

HACKER ET AL.

0. Excellent report (John please try to meet me in office some time)

1. Minor typos

2. More heavy on testing than learning tool usage

JOEL ET AL.

0. Good report

1. string and symbol got mixed

2. Test reporting is not clear

3. Why not multiple cells used

BRADY ET AL. 

0. Good report

1. Typos like unsolvable<->solvable makes understanding difficult

2. Maze path finding software "will" be created(?) Pg 2 Col 2 top

3. Fig 3 is not clear - why Daedulous takes off a chunk of maze?

>INCEPTION PRE-TRAINED 

- Testing is not very clear, and too few for the claim

KRISHNAPRIYA

0. Good report

ROIG ET AL.

0. OK report but impressive job

1. A few minor typos

2. Improvement stages are not clear

3. What is consolidated layers?

RAJAT ET AL.

0. Very good report, especially toward the end

1. Report is too detailed, 23 pages 

2. Formulas should have been written using Eq-editor

RUI ET AL.

0. Good report except a vital missing discussion (point 4 below)

1. Table 1 to 2, or other way round?

2. Index problems on d_{ij}

3. FW Algo: "Construct a loop" should be "iterate"

4. HOW ABOUT TRANSLATING FW OUTPUT TO MINIMAL TCN?

WATSON PROJECT

0. Very defocused report

1. You should have mentioned your training set - 230+ FIT FAQ queries with target class label (18 

classes)

2. Did you use a set of test queries for measuring accuracy

3. Why describe machine translation in your report?

4. How did you know you Watson is using deep learning for your case?

5. Where did you measure accuracy that you mentioned twice?

CODING EXERCISES
1. Code for the two versions of Fibonacci series computing. Check how large input number you can run these two programs on your computer.

Submission in hard copy: a) Relevant details on the computing power of your platform (CPU, RAM, etc.); b) Source codes; c) Answer to the above question.



[5 pts]
2. Use seven letters a through g as input and i) print all pairs of them, and ii) all triplets of them; 
Prove by induction: for n number letters input what are the numbers of output from your above codes.

Submission in hard copy: a) Snapshots of output; b) Two proofs.

[10 pts]
3. DFS and BFS blind search. Use the Romanian road-network map from textbook (Fig 3.2, p68) and print DFS and BFS search tree, for the start node as Arad and the goal node as Craiova. Submission in hard copy: a) 
Source codes; b) Two search trees.




[10 pts]
4. A* search. Print order of explored nodes. Use usual heuristic function f=g+h, where g is actual path distance and h is the LOS to Bucharest. 
Start node=Zerind and Goal=Bucharest. 
Submission in hard copy: a) Source code; b) The search tree. I will grade also on the quality of the report and code as well as on the correctness. Due February 15th in class.








[25 pts]
PROJECTS
	Project-phase due dates
	What is expected
	Any comment, possibly individual-group oriented

	Proposal, 1/30/T in class
	Hard copy; ~2 pages, thrash out as much detail as possible if relevant describe data, (completion rules), algorithm/code/software you will use, experimental plan, what and how will you verify, …
	

	Short presentation, 2/7/R in class
	~5 min free format presentation and Q/A
	

	2/20-22
	~10 min presentation after preliminary report of project progress
	

	3/22/R in class
	~10 min/group presentation and 

hard copy of pre-final report (up to 5 pages)
	

	4/19/R final report due on Canvas
	Possibly last presentation;
Update pre-final report.
	


1. CNN using Tensorflow on Maze path finding problem. 
Generate grid-mazes and solutions. You may work in an image space, where 1 indicates a dark pixel or wall and 0 indicates a white pixel or empty cell. Coordinate (0,0) may be the entry point to the maze and (n-1,n-1) may be the exit point of the grid for n x n grid, both the pixels having 0 values, for a fixed integer n. Any alternative representation is welcome.

Train a network and verify if correct prediction is made by the network: T/F label is enough, no need to find actual path by the CNN. Feel free to use any other NN than convolutional NN.
You will need a large number of training set for two types of mazes, ones having a solution path each, and ones that do not have any path from entry pixel to exit pixel.
Think carefully on verification scheme as you do not expect your trained network to be 100% successful.

GROUP 1: Joseph, Don V. ;  Sharma, Rajat
GROUP 7: Tejeshawr; Evan 

2. CNN using Tensorflow U-net. Implement U-net to segment and recognize cell nuclei.
You need to search for a network code to do the segmentation task. There is data science challenge on a similar problem this semester (cell nucleus delineation). 
https://www.kaggle.com/c/data-science-bowl-2018
GROUP 2: Santiago; Thien  (Gengbo Liu, Haoran Chang)
Status of the work.

3. Neural network in Automata theory. 
Run a Recurrent NN to learn a regular language. Provide strings from an infinite regular language L and strings from not in L as training elements. Then, recognize a string to be in L or not.
Lots of literature online. 
GROUP 3: Sommer, Joel; Limgjiang Huang
I am curious to see your training set generation idea, and RNN architecture.

4. Watson. What will you do?
Also, Internet-of-Things? Define your problem by January 25th.
GROUP 4: Maddineni, Venkata Sai Krishna;  Sai Sohana Dodle
Very vague in my mind at the moment. Show input data; Describe code to be used; Describe Watson; How will you access it? How will you verify result?

5. SVM Multi-class. Recognize traffic light to be red, yellow or green. 
Find image data first. 
You may use an existing SVM code for image as input.
GROUP 5: Kottakkal Sugathan, Krishnapriya
GROUP 6: John Hacker; Clinton Jacobs

Show input data set; Any pre-processing needed; SVM source? Any understanding how SVM works? How will you validate your result?  ( These are what I am looking for in your 5min presentation on 2/8/R.

6. Detecting negative cycle in Temporal Constraint Network.

You will need to read a paper. C++ code exists. Small extension of the code toward doing something new. Publication will follow on success, possibly with a USC group.
GROUP 8: Wang, Jiangyi ;  Zhu, Rui
1. Discuss relevant parts of TCN paper with me: cs.fit.edu/~dmitra/ArtInt/Fall2017/tcn-meiri-dechter-aij1991.pdf

[first 12 pages, possibly excluding Thm 3.3, will do for now]
2. Half the task done with your TCN implementation. Next stage is to utilize actual paths from FW (from PI-matrix) in order to map them back on the output TCN.

3. Third stage is to detect inconsistency by checking when diagonal of D-matrix becomes negative with FW. Reconstructing the negative cycle on D-matrix from there and mapping that back to output TCN may provide “culprit” set or conflicting constraints in input.

