PROJECTS
	Project-phase due dates
	What is expected
	Any comment, possibly individual-group oriented

	Proposal, 1/30/T in class
	Hard copy; ~2 pages, thrash out as much detail as possible if relevant describe data, (completion rules), algorithm/code/software you will use, experimental plan, what and how will you verify, …
	

	Short presentation, 2/8/R in class
	~5 min free format presentation and Q/A
	5% of project grade.

	First phase report 2/20/T, and presentation on 2/22/R.
	Report in hard copy, ~5pages including previous proposal. Append on the proposal discussing any change of direction and current status. I expect to see algorithm/code downloaded and running. Sample of training data.
Presentation ~10min each group. Demo running code, if possible.


	35% of project grade.

	3/22/18
	Presentation and updated report
	TBD

	4/19/18
	Final report should contain an executive summary including (1) a set of bullets on achievements (incomplete projects should mention status here), and (2) a set of bullets on learning accomplishments. This summary should be maximum one page.
	


1. CNN using Tensorflow on Maze path finding problem. 
Generate grid-mazes and solutions. You may work in an image space, where 1 indicates a dark pixel or wall and 0 indicates a white pixel or empty cell. Coordinate (0,0) may be the entry point to the maze and (n-1,n-1) may be the exit point of the grid for n x n grid, both the pixels having 0 values, for a fixed integer n. Any alternative representation is welcome.

Train a network and verify if correct prediction is made by the network: T/F label is enough, no need to find actual path by the CNN. Feel free to use any other NN than convolutional NN.
You will need a large number of training set for two types of mazes, ones having a solution path each, and ones that do not have any path from entry pixel to exit pixel.
Think carefully on verification scheme as you do not expect your trained network to be 100% successful.

GROUP 1: Joseph, Don V. ;  Sharma, Rajat 
Presentation-1: Will work on decision problem maze-path existence. Random maze generation – done? Both True and False types? You should a read a bit on convolution (for CNN) or talk to me. 
Report-1: Good progress report, so far.  CNN is working, but I do not see any thoughts on data generation yet. Give some thought on cross-validation.

Presentation-2: Still no data generation plan, and evaluation plan.
GROUP 7: Tejeshawr Neelam; Evan Brody
Presentation-1: Will work on maze path finding by NN. Will need generative network with output image of maze-path. Generated large maze data set with Daedalus software. Tejeshwar should get more involved in the work.
Report-1: A lot is done in producing data set using Daedalus software. Are you getting to detection of maze or path-finding with NN? Two are different tasks and you are a bit confused on that at the moment. Choose your project. Not much done on network coding or reported its status.
Presentation-2: A lot done on data generation, but network is not very clear. Wants to use Google “inception” pre-trained network, but possibly overkill for this project. Switched down scope to maze-existence detection, but wants to do path finding also. Tejeshwar absent.
2. CNN using Tensorflow U-net. Implement U-net to segment and recognize cell nuclei.
You need to search for a network code to do the segmentation task. There is data science challenge on a similar problem this semester (cell nucleus delineation). 
https://www.kaggle.com/c/data-science-bowl-2018
GROUP 2: Santiago; Thien  (Gengbo Liu, Haoran Chang)
Presentation-1: Understand CNN and its parameters, you are the CNN-guys for the class! Have a U-net ready for segmentation tasks. Understand verification schemes of the challenge, as well as other verification schemes. Thien should improve presentation skill.

Report-1: Talk to me. Your task is to learn using the U-net for segmentation. You may use Kaggle data set for that purpose, but should not wait for other parts, Blueshark access, etc. I do not see any progress on your report. What is the status of data augmentation?

Presentation-2: Data augmentation done. U-net running. Need to check IOU value of output. Need to create run-length encoding for submission.
3. Neural network in Automata theory. 
Run a Recurrent NN to learn a regular language. Provide strings from an infinite regular language L and strings from not in L as training elements. Then, recognize a string to be in L or not.
Lots of literature online. 
I am curious to see your training set generation idea, and RNN architecture.

GROUP 3: Sommer, Joel; Limgjiang Huang
Presentation-1: Both the members present well, but Limgjiang may be out of sync. Did she think it was about checking the whole language to be regular or not? Does she know Formal languages? If not, she should know some basics. Talk to me if necessary. 

JFLAP for Finite Automata creation. Created 7 regular languages that do not overlap, for training. To use LSTM as RNN. ROC verification. Think of doing AUC as well.
Report-1: Did you ensure 6000 strings are out of a particular languages, i.e., the seven languages do not overlap with each other? Are you training for each language separately, or one network rained over 7000 training set? Status of the project?
Presentation-2: Progress from previous stage is not clear. Is LSTM implementable within this project’s duration? Can you find a simpler RNN to actually start training? Read good amount of literature. In the worst case summarize your readings in a report for final submission.
4. Watson. What will you do?
Define your problem by January 25th.
Very vague in my mind at the moment. Show input data; Describe code to be used; Describe Watson; How will you access it? How will you verify result?

GROUP 4: Maddineni, Venkata Sai Krishna;  Sai Sohana Dodle
Presentation-1: Which API’s of Watson? What do they do? What are the labels in the data set? How many for training data? Clarify these details asap.
Report-1: No report submitted by deadline. Both the partners are absent during the class.
Presentation-2: Absent.
5. SVM Multi-class. Recognize traffic light to be red, yellow or green. 
Find image data first. You may use an existing SVM code for image as input.
Presentation-1: Show input data set; Any pre-processing needed; SVM source? Any understanding how SVM works? How will you validate your result?  ( These are what I am looking for in your 5min presentation on 2/8/R.

GROUP 5: Kottakkal Sugathan, Krishnapriya
Presentation-1: Plan is very good. I am not clear on your training labels. Are they available on your training data set? Next submission, show samples of them. 

Report-1: Good style of writing, good plan, but no progress report. What is running by now? Have you downloaded, pre-processed data sets? How many?

Presentation-2: Reports that data are ready and SVM is running as expected. Verification is remaining. 
GROUP 6: John Hacker; Clinton Jacobs

Presentation-1: Good progress. LISA data set from UCSD. RGB to HSV transformation.
Report-1: Very good progress! Using Jupyter notebook. Report is difficult to understand. Write a bit more on the notebook to explain the functions and results.

Presentation-2: Very detailed analysis of data for deep insight and for pre-processing. SVM is running.
7. Detecting negative cycle in Temporal Constraint Network.

You will need to read a paper. C++ code exists. Small extension of the code toward doing something new. Publication will follow on success, possibly with a USC group.
1. Discuss relevant parts of TCN paper with me: cs.fit.edu/~dmitra/ArtInt/Fall2017/tcn-meiri-dechter-aij1991.pdf

[first 12 pages, possibly excluding Thm 3.3, will do for now]
2. Half the task done with your TCN implementation. Next stage is to utilize actual paths from FW (from PI-matrix) in order to map them back on the output TCN.

3. Third stage is to detect inconsistency by checking when diagonal of D-matrix becomes negative with FW. Reconstructing the negative cycle on D-matrix from there and mapping that back to output TCN may provide “culprit” set or conflicting constraints in input.

GROUP 8: Wang, Jiangyi ;  Zhu, Rui
Presentation-1: Jinangyi presents well! Progress is good so far – Work on stage 2 and check with me. Try to understand the overall goal of the project - culprit detection on or debugging inconsistent STCN. 
Report-1: Good job so far. A bit frustrating to see incomplete results! Paths are being produced by translate back to TCN. Inconsistent network example – detection via FW – path for negative cycle - …? You are very close, just a few lines of coding…
Presentation-2: FW shortest path finding done. ToDo: translate FW paths back to output minimal-TCN matrix’s entries; FW negative cycle detection for inconsistent input TCN; FW path for negative cycle; and translate that neg cycle back to TCN path. Back up your code with me.
