Artificial Intelligence
CSE 4301/5290, Fall 2016
Instructor: Debasis Mitra, Ph.D.

Office: Harris 325   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/ArtInt/
Class Room: CRF 220      Class Time: TR 6:30-7:45 pm      Office Hours: M/W 12:30-2:30 pm (or by appointment)
Tentative Grading plan: Quizzes: 43%, Project(s): 32%, Final exam: 25%

Detail plan for AI, Fall 2016:
	Date
	Activities planned/ performed 
	Comments

	Aug 23, T
	Introduction to AI, and background

	

	Aug 25, R
	SEARCH: Motivating problem-solving example

8-puzzle: https://n-puzzle-solver.appspot.com/
BFS- Uniform Cost;  DFS-Depth Limited, Iterative-deepening

Iterative-deepening, Best First, A*, Memory-bounded, Pattern Database
	Gang up by 2 for Project!

Graduate Students have: 1) Extra syllabus, 2) Separate project

	Aug 30, T
	SEARCH: Local search, Hill-climbing, Gradient search, Local beam search, Online search

Simulated Annealing, Genetic Algorithm, Random walk,
	You study after every class/week, the syllabus accumulates fast before you know!

	Sep 1, R
(Drop w/o W grade, Sep 2)
	SEARCH: Adversarial Min-Max, Alpha-beta pruning, Mover ordering, Evaluation function, Forward pruning

	

	Sep 6, T
(Sep 5, M, Labor Day)
	--- 
	

	Sep 8, R
	BACKGROUND on complexity theory
	

	Sep 13, T
	REASONING  WITH CONSTRAINTS: Motivating with Map/Graph coloring

Node-Arc-Path-Global consistency

Backtracking

	

	Sep 15, R
	SPATIO-TEMPORAL CONSTRAINT REASONING:  
(Included only for Graduate students, up to slide 39 (before sub-algebras))
	

	Sep 20, T
	Forward Checking, Backjumping, Conflict-directed BJ

Directed Arc Consistency, Local Search
	

	Sep 22, R
	Take-home Quiz-1, due Sept 27 T in class;

<<Nobel Laureate Distinguished Lecture this Thursday, Sep 22, 2016, 7:00-8:00 PM in the Gleason Performing Arts Center.  2006 Nobel Laureate  Dr. John Mather, Senior Astrophysicist NASA, Goddard Space Flight Center>>
	Added Turing’s Imitation-Game paper online

	Sep 27, T
	AUTOMATED REASONING:  

Syntax-Semantics-Model, Satisfaction-Entailment-Inference procedure-Validity;

Propositional Knowledge Base, CNF, Resolution Algo (p255), Horn Clause, Definite clause;
	Quiz-1 on search and constraint reasoning: due.
Hints on Q8 PC-2 is provided now: you may submit this answer on next class independently.

Roger:  A* admiss->consis proof



	Sep 29, R
	AUTOMATED REASONING:  For-Backward chaining, Soundness-Completeness of Resolution Algo,;

Completeness of Backtracking Algo (P260);

Goal-directed Algorithm, WalkSAT, Frame Problem (P266)
	UG Prog. Assignment due on Friday 9/30: hard copy, see instruction on assignment page

	Oct 4, T
	AUTOMATED REASONING:  First Order Logic-Motivation;

Model-Interpretation-Quantifiers-Inferencing;

Unification, Forward/Backward Chaining, Prolog language;

Resolution-DB search, Completeness-Herbrand Universe, Resolution strategies
	

	Oct 6, R
	AUTOMATED REASONING:  continued 

A pdf here: http://www.fit.edu/activities/documents/2016%20Hurricane%20Brochure.pdf
Hw2: Text Edition 3, Exc. 8.6 [6], 8.9 [20], 8.23 [8]  [UG:34]
Grad std special: create CNF of 8.9.b.(i), 8.9.d.(iii) [G:39][Copies of book pages linked from class page]
Due: 10/13/Thursday at the beginning of the class in hard copy
	CLASS CANCELLED DUE TO WEATHER: 


	(Fall Break Oct 11)
	- - - - 
	

	Oct 13, R
	MODELING UNCERTAINTY: Motivation

Probability-Joint-Inference-Conditional-Baye’s rule;

Reasoning with probability, Node-structuring, Conditional Independence, 
	Grad Project: Theory+Data  report due by e-mail
UG Project 2 announced (due 11/30/W)

	Oct 18, T

	REASONING WITH UNCERTAINTY: Bayesian Net; Markov chain, HMM, Kalman, Dynamic Bayes Net;

Fuzzy Logic
	Quiz-2 due
(Update/Submit either of them today)

	Oct 20, R

	Grad Project-Theory Presentations: Groups 1, 2, 3
Second algorithms of each group presented as well.
	Grad Project-Theory Presentations: Each group 10 minutes (e-mail me your presentation by 2pm on the same day and I will link from my class page).
Note: 1: UG stds will partially grade you anonymously for clarity; 2: You prepare 20 min talk for two algorithms and data, but present one algo+data in 10 min; 3: I will tell you which algo to present in class.
Groups:  (1, 2, 3)

	Oct 25, T

	REASONING WITH UNCERTAINTY: Ch 14 contd.

	

	Oct 27, R
(Drop with ‘W’, Oct 28)
	Ch 15 HMM

	Grad Project-Theory Presentations Groups: (4, 5, 6, 7)
Send me slides by 2:30pm

	Nov 1, T
	Ch 15 HMM, DBN

Quiz-3, due Nov 15 T, hard copy: 13.1, 13.3, 14.1, 14.6;

Additional grad question 14.4b [check if  P(B,E|a) = P(B|a)P(E|a) after normalization]

Will try to put some hints below this table.

	Grad students writing Comprehensive AI exam– note the comps syllabus is linked from class page! You are responsible for studying it on your own.

	Nov 3, R
	Ch 18: MACHINE LEARNING: Decision tree, MDL, PAC

Classifiers, Linear, Multi-variate, Logistic regression, 


	No office hours on Nov 7, M,
Covering a class for Dr. S.

	Nov 8, T
	Ch 20a –STATISTICAL-MACHINE LEARNING
	Minor updates on UgProject-2.

	Nov 10, R (Nov 11, W Veteran’s day)
	More on Ch 20a

Ch 20b – Neural Networks
	

	Nov 15, T
	MACHINE LEARNING: Clustering, K-means: https://en.wikipedia.org/wiki/K-means_clustering
Guest talk: Machine learning in nuclear medicine

Dr. S. Bhattacharyya’s on Use of Formal Model Checking methods: cs.fit.edu/~dmitra/ArtInt/ SbhattacharyyaVerification2014.pdf
	Quiz-3 due NEXT CLASS: hints on line.

Code Freeze on Grad Projects today!
Grad Project – Final Presentation [demo on your laptop, a few slides ok on results and conclusion, 15 min- take note on my suggestions for final report, during my office hours (mail me otherwise). Must have your theory-article at the time of presentation.
Wednesday 11/16: 5 (1:30pm), 6 (3:30pm), 7(2pm)

	Nov 17, R
	MACHINE LEARNING  Ch 18.8-10: non-parametric, SVM, Ada-boost 


	Quiz-3 due in class
Grad Project – Final Presentation during my office hours. 

Monday 11/21: 4 (1:30p), 1(3:30p), 2(4p)

Group 3 (11/22/T/10am)

Come prepared for using a projector (laptop connectors, etc.)

	Nov 22, T
	Quiz-3 Probabilistic Reasoning discussion

Quiz-4 on Machine learning linked from class page.

MACHINE LEARNING  Reinforcement Learning concepts
	Any spillover presentation in my office by Wednesday Nov 23
Code freeze on Grad project is withdrawn now.

	Nov23-Nov27 Thanksgiving 
	- - - - 

	Happy Holidays!

	Nov 29, T

	Lecture for 15 min, then
Invited talk: Dr. M. Silaghi on Distributed CSP
	UG Project-2 due 11/30/W
I am not expecting it tomorrow in class, although if you want you could. 
Otherwise, submission should be in my office on Wednesday afternoon before 2:30pm.

	Dec 1, R

	AI PLANNING: Regression planning, Graph-Plan, SAT-Plan, Contingent plan (p241);

Job-shop scheduling
No office hours on coming Monday.

NATURAL LANGUAGE TECHNOLOGY / ONTOLOGY: 

COMPUTER VISION:
	Grad Project – Final report due by e-mail before class  or by hard copy in class
Address how you updated your work per my suggestions during presentation. If I ask you for code submission, then write as comments: your details, source url, language, library, how-to-run, etc. 

Q4 Hint on 18.4b is enhanced 12/2/F/1pm

	Dec 6, T

(Last class)
	ROBOTICS:
AI and ethics
	ML-Quiz4 due

	Dec 15, R 

 6-8pm

	Exam
Schedule: http://www.fit.edu/registrar/finals.php
6:30 p.m.

Tuesday and Thursday, or Tuesday only 

Thursday, Dec. 15, 6-8 p.m.


	URGENT: UG PROJECT-2 REPORTS: IF YOU DO NOT SEE CORRECT GRADE ON THE SPREAD-SHEET, THEN SCAN YOUR PROJECT'S FIRST PAGE AND E-MAIL ME
Running commentary: Developing the final question. Expect a question from your respective project. Some short – fill-in type questions. Focusing on: Ch 3, 8, 13, 14, 18, …

Question paper in a table format, you answer in the table. You may like to bring some extra paper for rough calculations.

Stay tuned here!


Project Groups / Topics (Due dates on table, Grades for each deliverable – yet-to-be-determined):
1. Gengbo Liu, Yutian Gui: ICA-CNN

2. Qiuhao Chen Tan, Roger Ballard: CNN-SVM

3. Sreya Bhar, Denver Lobo: LDA-PCA

4. Zongqiao Liu, Wei Zhou: PCA-CNN 

5. Michael Person, Christopher Everett: CNN-FA
6. Patanwala Taher, Kavda Zubin: FA-NMF

7. Chimiao Wang, Zemeng Wang: PCA-ICA 
Hint on Quiz-3 Probabilistic Reasoning Ch 13.
13.1. The “first principles” needed here are the definition of conditional probability, P(X|Y ) =

P(X ∧ Y )/P(Y ), and the definitions of the logical connectives. It is not enough to say that

if B ∧ A is “given” then A must be true!

ToDo for me =>

1. a prolog code

2. an expert system

