Artificial Intelligence
CSE 5290, Spring 2017
Instructor: Debasis Mitra, Ph.D.

Office: Harris 325   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/ArtInt/
Class Room: CRF 401      Class Time: TR 8-9:15 pm      Office Hours: MW 12:30-2:30 pm (or by appointment)
Tentative Grading plan: Quizzes: 43%, Project(s): 32%, Final exam: 25%

Detail plan for Fall 2016, aligned with dates on Spring 2017:
≤ 29 days
	Date
	Activities planned/ performed 
	

	Jan 10, T
	Introduction to AI, and background

	

	Jan 12, R

(Jan 16, M – MLK day)
	SEARCH: 8-puzzle: https://n-puzzle-solver.appspot.com/
BFS- Uniform Cost;  DFS-Depth Limited, Iterative-deepening

Iterative-deepening, Best First, A*, Memory-bounded, Pattern Database
From my slides
	

	Jan 17, T
	SEARCH: from text slides
SEARCH: Local search, Hill-climbing, Gradient search, Local beam search, Online search

Simulated Annealing, Genetic Algorithm, Random walk,
	Homework, due NEXT class, hard copy:
Search Romania road-network with A* from Zerind to Zerind to Bucharest: show search steps on a tree, draw tree, also draw f-contours on the map

	Jan 19, R
(Drop w/o W grade, Jan 20)
	SEARCH: local search from Text-slides
	

	Jan 24, T


	SEARCH: Adversarial Min-Max, Alpha-beta pruning, Mover ordering, Evaluation function, Forward search

	

	Jan 26, R
	REASONING  WITH CONSTRAINTS: Motivating with Map/Graph coloring, Backtracking, Forward Checking
	

	Jan 31, T
	REASONING  WITH CONSTRAINTS: Node-Arc-Path-Global consistency

Quiz-1 on Search
	Form 2 persons groups for projects
Project topics below this table

	Feb 2, R
	CONSTRAINTS  Backjumping, Conflict-directed BJ

Directed Arc Consistency, Local Search
SPATIO-TEMPORAL CONSTRAINT REASONING
	Tentative project groups assigned – below.

	Feb 7, T
	STR-continued(All slides in syllabus, others are deleted already): a relevant web page:
https://www.ics.uci.edu/~alspaugh/cls/shr/allen.html
Constraints animated slide

SAT problem from Algorithms-Complexity slides

AUTOMATED REASONING - started:  

Syntax-Semantics-Model, Satisfaction-Entailment-Inference procedure-Validity;
	

	Feb 9, R
	AUTOMATED REASONING - continued:  

Syntax-Semantics-Model, Satisfaction-Entailment-Inference procedure-Validity;

Propositional Knowledge Base, CNF, Resolution Algo (p255), Horn Clause, Definite clause;
	PROJECT ASSIGNMENT TO FINALIZE

	Feb 14, T
	
	

	Feb 16, R

(Feb 20, M, President’s day)
	AUTOMATED REASONING:  First Order Logic-Motivation;

Model-Interpretation-Quantifiers-Inferencing;

Unification, Forward/Backward Chaining, Prolog language;

Resolution-DB search, Completeness-Herbrand Universe, Resolution strategies
	

	Feb 21, T
	Quiz-2-Constraints is posted from class page under Spring 2017 

	

	Feb 23, R
	AUTOMATED REASONING:  continued 

Project discussion

Guest lecture by Mason on Watson
	

	Feb 28, T
	Guest lecture on “Formal methods”:

Dr. Siddhartha Bhattacharyya
	

	Mar 2, R
	Project start-up discussion

	a) Submit half a page bullet-ized directions you will take on your project – email me before class;
b) 5 min presentation by each group, defining the problem and your plan

	Mar 6-10

Spring Break
	- - - 
	

	Mar 14, T

	MODELING UNCERTAINTY, Ch 14: Motivation

Probability-Joint-Inference-Conditional-Baye’s rule;

Reasoning with probability, Node-structuring, Conditional Independence


	

	Mar 16, R

(Drop with ‘W’ grade, Mar 17)
	REASONING WITH UNCERTAINTY: Ch 14 contd.


	

	Mar 21, T


	REASONING WITH UNCERTAINTY: Ch 14: Bayesian Net

	Quiz-2 constraint reasoning discussion

	Mar 23, R


	Grad Project Presentations: Like last time, 5 min each group’s status report, update your last written report as phase II submission before class e-mail me
	

	Mar 28, T
	Relational Probabilistic model, Dempster-Schaeffer Possibilistic reasoning, Fuzzy Logic

Ch 15 Time in Bayes net, Markov chain, HMM, Kalman, Dynamic Bayes Net;


	

	Mar 30, R
	Ch 18: MACHINE LEARNING: Decision tree, MDL, PAC
	 

	Apr 4, T
	Ch 18: MACHINE LEARNING continued: 

Classifiers, Linear, Multi-variate, Logistic regression
Ch 20b – Neural Networks
	

	Apr 6, R 
	MACHINE LEARNING  Ch 18.8: non-parametric, 
	

	Apr 11, T
	Ch 18.9-10: SVM, Ada-boost

	

	Apr 13, R
	Suggested problems for Quiz3 (ProbReasoning-ML):

http://cs.fit.edu/~dmitra/ArtInt/Spring2017/ReadingsForQz3Ch13-15n18.doc
MACHINE LEARNING: Clustering basics: K-means, Distance measure, Hierarchical clustering, Fuzzy C-means,

from https://en.wikipedia.org/wiki/K-means_clustering
Bayesian or Expectation Minimization
	No in-class quiz this day.

	Apr 18, T
	AI and Ethics (included in syllabus/test are my slides)
Project presentation – III
A disclaimer: course content does not necessarily cover comprehensive exam syllabus (e.g., Planning Ch 10-11 is in comps syllabus).

	Each group 20-30 minutes full presentation. Arbitrary orderings of presentations.
Problem definition/Data description, Presentation quality, Tutorial value, Contribution,

and Team coordination will be graded.

Tentative distribution (5+10+10+20+5)

	Apr 20, R

	Comments on 3 groups’ last presentations below.
Project presentation continues

	Note: Quiz3 is on 25th Tuesday, 
Not on 27th which is a dead day
Report on group project (20) due by Apr 28 Friday 5pm, 

By e-mail (Format: 2-5 page, one col, 11 or 12 point font

Figures, Tables, and References NOT included in page restriction). Do not copy-paste your text from any reference! If you have to quote, use proper quotations.
I will look into references in grading the report.

	Apr 25, T

(Last class)

	Quiz on Uncertainty Reasoning and Machine Learning

(Chapters 13-15 and 18, as in suggested problems, and my slides on ethics):
Problems based only on the suggested ones, 
plus short questions to check how much you have studied those chapters (exact contents are somewhat based on what I presented), and
a short question from ethics’ slides
AI PLANNING: Regression planning, Graph-Plan, SAT-Plan, Contingent plan (p241);

Job-shop scheduling

NATURAL LANGUAGE TECHNOLOGY / ONTOLOGY: 

COMPUTER VISION:
	Weight on this quiz/exam is same as combined two quizzes, 

possibly less, as now Project has more deliverables

than was originally planned!
You may need a calculator
On 5/4/R, if we start at 6:30pm instead of 8:30pm 

will it conflict with anyone’s schedule?

I should be available as late as possible 

today for any help, off and on, 
say, up to 3:30pm.

I kept updating explanation to the Readings 

file on problem solutions as people come and

ask clarifications

	May 4, R 

 6:30-9:30pm

	Final Project Presentation starting at 6:30pm, Crawford 401.
Schedule: http://www.fit.edu/registrar/finals.php
Classes begin 8 p.m.

Tuesday and Thursday

Final Exam on: 
Thursday, May 4, 
8:30-10:30 p.m.


	20 minutes each group plus Q/A.
Expect to stay past 10pm!


PROJECT/SELF-STUDY IDEAS:
1. Watson Analytics: What are available on Watson and its derivatives, e.g. Watson-analytics for structured and unstructured data, be critical don’t necessarily buy their hype, start with wiki, read cancer viz paper I pointed to here, can you use Watson analytics, can you run on the same or some data :: ZHWang-YChang
http://cs.fit.edu/~dmitra/ArtInt/Spring2017/WatsonCancerViz-SysSci2017.pdf
2. Convolution neural network (CNN), what it is, basics, run some code, can you use CNN for unsupervised learning or clustering as in the paper I am providing here that talks on how to work without negative training data (Dosovitsky paper):: Nima-Atfeha, Chandan-Tapas
http://cs.fit.edu/~dmitra/ArtInt/Spring2017/CnnUnsupervised-Dosovitsky-2015.pdf
Christian-Aditya: https://techcrunch.com/2017/02/02/facebooks-ai-unlocks-the-ability-to-search-photos-by-whats-in-them/
3. Bayesian clustering, basics, applications demo with some open source software: 
http://cs.fit.edu/~dmitra/ArtInt/Spring2017/BayesClusterBasics-Heller.pdf :: Ryan-Nicholas
4. N-gram conditional entropy in sequences, IndusValleyScriptPaper: Understand n-gram Markov-chain analysis, get a code for doing that, read the paper below and other related ones, try to run on the same data set as in the paper :: Aleesha-Rahul, JunhaoZhang-QingyuFan
http://cs.fit.edu/~dmitra/ArtInt/Spring2017/Ngram-RajeshRaoPlosOne2010.pdf
5. SVM, Osadchy Paper: Understand basics of SVM classifier, get a code, read the paper, try to run on the same data set as in the paper or some other similar data :: ZemengWang
http://cs.fit.edu/~dmitra/ArtInt/Spring2017/HybridSVM-Rita-pami16.pdf
Project Tasks:
1. a pre-arranged meeting with me, after you have enough background, you will describe that to me – both partners
2. a presentation and possibly a demo in class ½ hour each group 
3. an article submission 5 pages double column
Projec-3 presentation 4/18/17/T

DO NOT CONSIDER MY COMMENTS BELOW NECESSARILY REFLECTS YOUR GRADES 

THEY ARE TO IMPROVE YOUR NEXT OR FUTURE PRESENTATIONS

A general comment for every group: explain your data set and the objective of your experiments and the latter’s design. What are you trying to achieve in the project? What are you learning? Note, later (exam time) you may be presenting this in front of audience who are computer scientists but not familiar with the algorithm, its purpose or anything about your project.

Other general comments for every group: Add some tutorial slides (e.g., on how to create an account at Watson), what tutorials you have gone through to learn, etc., so that others may follow your steps.
Avoid going to the board unless on question answering.

Many groups had trouble understanding the difference between “training” stage of running your code, versus “verification” stage. This is because you are running mostly built in code. Make sure you understand these two aspects of your project, and run them separately in any demo. Ask me if you need clarification on this.
Group 2.1. Chandan-Tapas-Alefa on CNN for unsupervised learning: “Encoder” is not clear. Write what are N and M values. What are your input data? Are you trying to reconstruct images back – what are your objectives? 

Group 2.2. Christian-Aditya on CNN: I liked your mentioning on Lumos/Facebook in one slide. Alternating between convolution and max-pooling layer needs to be clarified. Do not get confused that Tensorflow club both under “convolutional” node. Good for you to show/demo your code. If you have worked on more data set(s) try not to exclude them.
Group 3. Your showing BFC code fragments are not very helpful. I am not suggesting excluding them but R is not easy readable, maybe some bullets explaining codes? The chopping off slides on the screen is quite annoying!

Group 5. ZWang: Do not forget to mention crucial connection between concepts (“and, SVM is designed to find such a maximal margin line H3”).How the algorithm is tested needs to be explained more.

Group 1. ZHWang-YChang on Watson Analytics: Add some tutorial slides on how to create account at Watson, free vs paid, what tutorials you have gone through to learn, etc. Did you mention you have started from? Your table fonts are too small, but they are important for your explanation. Sometimes we add big-font texts with pointer to the actual table entry for this purpose.
Group 4: N-gram on IVC script: Did you put the formula of Zipp-Mandebolt law? Review of the paper took longer. You may cross time-limit. Adding an overview slide in the beginning on the sequence of your talk may help. Showing a bit of codes to demonstrate your understanding of it will help, with references on the source.
Group 4.2. Zhang-Fan on N-gram of English corpus: You talked a lot on your corpus, but it still not very clear what data set (or sets) you are worked on and what are the objective(s)/output(s) of your project. Cut out the initial slide (amusing, but do not waste time). Similarly adding conclusion may better than just speaking it.

Projec-2 presentation 3/24/17/R

A general comment: understand and explain your data set, then show simple result first (e.g. algorithm is predicting something), then talk on the experiment design to broadly verify the algorithm (e.g., leave-one-out), and only then show final result of the experiment. 

Make sure all members are learning, especially on code.
1. Wang-Chang/Watson: data messaging done via mysql, more messaging to be done for analysis, plans to visualize cancer trends on a world map

2. Atefa-Nima/CNN: -Group disbanded on Nima dropping out-

2.1. Chandan-Tapas-Atefa/CNN: good explanation of semi-supervised, ladder network and its relation to CNN not very clear, are you talking on your experiments or algorithm? Will use Tensorflow rather than Theano to build CNN. Which dataset will you work on?

2.2. Christian-Aditya/CNN-Facebook: did demo on Tensorflow coding for a simple NN, wants to play with GPU version, given some thought on data

3. Ryan-Nik/Bayesian clustering: good basics on Bayesian clustering but need to explain slowly with more details, three clustering algorithms are working, gaining experience in both C and R versions of the clustering algorithm
4. Aleesha-Rahul/N-gram: did impressive amount of manual work to codify “words”, how to make it a contribution for Indologist-Machine learning researchers? Put it on the web? N-gram Python code is possibly working. You need to understand the code better. What is your source of the code?
4.2. Zhang-Fan/N-gram: Good understanding of n-gram model, downloaded impressive English corpus. I am not clear what corpus you are actually working on. Goes up to tri-gram, but not hopefull if 4-gram will work on laptop. You can try our FIT BlueShark HPC cluster – talk to me on that if you want.
5. Zemeng/SVM: LibSVM library used, where is it from? How do you use it? Open source? Are you reading code to understand the algorithm from it? Modify code to print a prediction actually performed. Input data is Heart-scale, predicting sex from it. What is the second data set? Describe before using. 

Projec-1 presentation 3/2/17/R

1. Wang-Chang/Watson: Downloaded data, on 30-day free Watson trial,  

2. Atefa-Nima/CNN: Find paper difficult, got basics on cnn, should talk to me to refocus

2.1. Chandan-Tapas/CNN: Got decent grip on the paper, short but good outline of cnn in presentation

2.2. Christian-Aditya/CNN-Facebook: Read facebook article well, cnn is propietory, will use ttensorflow

3. Ryan-Nik/Bayesian clustering: Good foundation on clustering, downloaded or close to 3 software autoclass, from bioconductor in R, a third one. Needs to understand Bayesian.

4. Aleesha-Rahul/N-gram: Good background on n-gram, but struggling to find data to apply on

4.2. Zhang-Fan/N-gram: Understood n-gram, got the report

5. Zemeng/SVM: Will not use the paper – ok by me, working on some UCI ML data to apply standard SVM, got the basics of svm

ToDo for me =>

1. a prolog code

2. an expert system
