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Background

e Rapid proliferation of
information available in
digital format

e People have less time to
absorb more information

-

The Information Landscape )

roblem
Lack of tools to handle Unstructured
unstructured data (Textual)

Structured
(Databases)
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: collection
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Let Text Mining Do the Legwork for You

Internet | TextMining
Find Material ﬂ /[-'
Read ﬂ ﬂ
Understand ﬂ ﬂ
Consolidate ﬂ ﬂ
\Absorb / Act ﬂ ﬂ

What Is Unique in Text Mining? )

e Feature extraction.

e Very large number of features that
represent each of the documents.

e The need for background knowledge.

e Even patterns supported by small number
of document may be significant.

e Huge number of patterns, hence need for
visualization, interactive exploration.

o /




Document Types

e Structured documents
e Output from CGI
e Semi-structured documents
e Seminar announcements
e Job listings
e Ads
e Free format documents

e News

e Scientific papers

Text Representations

e Character Trigrams
e Words

e Linguistic Phrases

e Non-consecutive phrases
e Frames

e Scripts

e Role annotation

e Parse trees

N\




The 100,000 foot Picture
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Intelligent Auto-Tagging

= | <Fecility>Finsbury Park M osque</Facility>

(c) 2001, Chicago Tribune. [ <Country>England</Country>

Visit the Chicago Tribune on the Internet at
http://www.chicago.tribun

| <Country>France </Country>

Distributed by Knight Ri | <Country>England</Country>

| <Country>Belgium</Country>

....... _ | <Country>United States</Country>

radical M m / e <Person>Abu Hamza al-M asr i</Person>

its dogge'have péssed at lest t ney .~ <PersonPositionOrganization>
no <OFFLEN OFFSET="3576" LENGTH="33"/>
| France] England land [Belgiun, as <Person>Abu Hamza al-M asri</Person>
Algerian man in prisoni}beUnitgyStaI&S. ‘ <Position>chief cleric</Position>
<Organization>Finsbury Park M osque</Organization>
" The mosque's chief cleric, Abu Hamza al- | </PersonPositionOrganization>

Masri|lost two hands fighting the Soviet

nion in Afghanistan and he advocates the <City>L ondon</City>
elimination of Western influence from e
_Musllm countries. He was arrested Ir London <OFFLEN OFFSET="3814" LENGTH="61" />
in 1999 for his alleged involvement in a <Person>Abu Hamza al-M asri</Person>
, but was set free after <Location>L ondon</Location>
Y emen failed to produce enough evidence to <Date>1999</Date>
have him extradited. ." <Reason>his alleged involvement in a Y emen bomb
plot</Reason>

...... </PersonArrest>




Tagging a Document

<Company>Dynegy | nc</Company>

<Person

>Roger Hamilton</Person>

BC-dynegy-enron-offer-update5

<Company>John

Hancock Advisers I nc. </Company>

Enron (Update5)
By George Stein

<PersonPosition

<Company>Jol
“"Dynegy hasto act fast," said Roger
Hamilton, amoney manager with John

<OFFLEN OFFSET="3576" LENGTH="63" />
<Person>Roger Hamilton</Person>
<Position>money manager </Position>

</PersonPositionCompany>

ICompany>

hn Hancock Advisers|nc.</Company>

Hancock Advisers Inc., which sold itsErromn

| <Company>Enron Cor p</Company>

sharesin recent weeks. " If Enron can't get

financing and its bonds go to junk, they lose

counterparties and their marvelous busittess | <Company>M oody"

slnvestor s Service</Company>

vanishes."

Moody's Investors Service lowered its <CreditRating>

rating on Enron's bonds to “*Baa2" and
Standard & Poor's cut the debt to "BBB." in
the past two weeks.

<OFFLEN OFFSET="3814" LENGTH="61" />
<Company_Source>Moody's I nvestors Ser vice</Company_Source>
<Company_Rated>Enron Corp</Company_Rated>
<Trend>downgraded</Trend> <Rank_New>Baa2</Rank_New>

<_ Type>bonds</__ T
<[CreditRating>

ype>

Intelligent Auto-Taggin

Compensatory glomerular growth after unilateral nephrectomy i§ VE{%%
dependent.

9

—— | <Category>BIOM EDICAL </ Category >

<Gene>VEGF</Gene>

Flyvbjerg A, Schrijvers BF, De Vriese AS, Tilton B&; Rasch R.

Medical Department M, Medical Researc|
Experimental Clinical Research, Aarhu

aboratories, Institute of
niversity, DK-8000 Aarhys,

of aneutralizing VEGF-antibody (VEGF-Ab) on glomerular volume and

<Disease/Syndrome>
kidney enlargement</Disease/Syndrome>

<Gene>Vascular endothelial growth factor,
VEGF</Gene>

<Disease/Syndrome>diabetic glomerular

anlargement </ Dlwese’gndroma

<Gene-Disease/Syndrome>
<Gene>Vascular endothelial growth factor,
VEGF</Gene>
<Disease/Syndrome>diabetic glomerular
enlargement </Disease/Syndrome>
</Gene-Disease/Syndrome >

<Gene>VEGF</Gene>

kidney weight in mice treated for 7 days. Serum and kidney insulin-liki
evels were measured, sinct
|mp||cated in the pathogenesis of compensatory renal growth and
has been suggested to be a downstream medla_lMﬂ'GF‘lLBacebo—

<Gene> insulin-like growth factor I, |GF-1</Gene>
<Gene>| GF-I </Gene>
<Gene> VEGF </Gene>

uninephrectomized mice displayed anlearly transient increase inkiehey]

<Gene>| GF-I </Gene>

ncrease in glomerular volume and kidney f |
ight.|In VEGF-Ab-treated uninephrectomized animals, increased
glomerular volume was abolished, whereas renal hypertrophy was

partially blocked. Furthermore, the renal effects of VEGF-Ab
administration were seen without affecting the renal
conclusion, these results demonstrate that comp
growth after uninephrectomy is Edependent.

<Gene>| GF-I </Gene>

Phenotype>increasein glomerular volume and
k|dney weight</ Phenotype >
<Gene-Phenotype>
<Gene>| GF-I</Gene>
<Phenotype>increase in glomerular volume
and kidney weight</Phenotype >
b </Gene- Phenotype >

<Gene>| GF-I </Gene>

<Gene> VEGF </Gene>




A Tagged News Document

Ethicon endo-Surgery Acquires
Swedish Adjustable Gastric Band

cquisition

Acquirer:
Date Ethicon Endo-Surgery
| June 27, 2002 z:ung- ar
Acquired:
‘ Obtech Medicai

v
Ethicon Endo-Surgery, Inc., a Johnson & Johnson company,
has acquired Obtech Medical AG,

privately held|Swiss<— Country
company that markets the|Swedish Adjustable Gastric Band<— Product

(SAGB), expanding its line of products used in the treatment

ol’l morbid nhesity@s of the transaction were not disclosed.

Medical Disorder

Company:

"Weight loss surgery for morbid obesity is one of the Johnson & Johnson

Person:

fastest-growing areas of surgery today," said{Nick Valeriani, Nick Valeriani

Gompany Group Chairman, Johnson & Johnson and Worldwide
Franchise Chairman Ethicon Endo-Surgery, Inc.

Company:.

Position:

Company Group
Chairman

Example

Kinase Protein
Template Somekinase | X

“..|BESI igphosphoryTated and
appears to be destapilized by the

:g ycogen synF;ase EI nase-§

Kinase Protein

glycogen synthase BESL
kinase-3 (GSK-3) BIN2

Phospnor yration




Leveraging Content Investment

Any type of content
e Unstructured textual content (current focus)
e Structured data; audio; video (future)

In any format

e Documents; PDFs; E-mails; articles; etc
® “Raw” or categorized

e Formal; informal; combination

From any source
o WWW; file systems; news feeds; etc.

O\Single source or combined sources

The Tagging Process (a Unified

View)
=

Intelligent
Tagging
Semantic < Semantic
E tagger I
°
=
c
S - — Classifiers Statistical
C
] Structural Structural
-]
[ tagger - — Templates
Fetcher

Unstructured
Content




Text Mining Horizontal Applications

Events

Detections & CRM Analysis »
Notifications » .

A o .
- o Enterprise Portals
Market e (EIP)
Research » .... : .
¢.. ‘ -'u.'. .
Competitive . Text Mining . Lead Generation »
Intelligence» ¢, - A
o - o Content
P oo & 2 Uniformity

Management » ':- v

Contént New Products

Management  Offerings

/

Text Mining: Vertical Applications

Legal
Chemical " Global 2000
Biotech
of
" Publishing
Pharma & KA
b :
Defense

Financial
\ Services

/
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Information Extraction

What is Information Extraction?

e |E does not indicate which documents need to be read
by a user, it rather extracts pieces of information that
are salient to the user's needs.

e Links between the extracted information and the
original documents are maintained to allow the user to
reference context.

e The kinds of information that systems extract vary in
detail and reliability.

e Named entities such as persons and organizations
can be extracted with reliability in the 90th percentile
range, but do not provide attributes, facts, or events

kthat those entities have or participate in. /

11



Relevant |IE Definitions

e Entity: an object of interest such as a person
or organization.

e Attribute: a property of an entity such as its
name, alias, descriptor, or type.

e Fact: a relationship held between two or more
entities such as Position of a Person in a
Company.

e Event: an activity involving several entities
such as a terrorist act, airline crash,
management change, new product
introduction.

- /

Example (Entities and Facts)

o Fletcher Maddox, former Dean of the
UCSD Business School, announced the
formation of La Jolla Genomatics together
with his two sons. La Jolla Genomatics will | Persons: Organizations: Locations: | Artifacts: | Dates!
release its product Geninfo in June 1999. Fletcher Maddox | UCSD Busne§$chool LaJolla Gen.lnfo June 1}
Geninfo is a turnkey system to assist Dr. Maddox LaJollaGenomatics | CA Geninfo
biotechnology researchers in keeping up Oliver La JollaGenomatics
with the voluminous literature in all O“"be' LIG.
aspects of their field. Qr;dég;’e
e Dr. Maddox will be the firm's CEO. His
son, Oliver, is the Chief Scientist and
holds patents on many of the algorithms PERSON | Employee_of | ORGANIZATION
used in Geninfo. Oliver's brother, Fletcher Employee_of | UCSD Business
Ambrose, follows more in his father's Maddox Employee_of | School
footsteps and will be the CFO of L.J.G. Fletcher Employee_of | La Jolla Genomatics
headquartered in the Maddox family's Maddox Employee of | LaJollaGenomatics
hometown of La Jolla, CA. Oliver LaJolla Genomatics
Ambrose
ARTIFACT | Product_of | ORGANIZATION
Geninfo Product_of | La Jolla Genomatics
LOCATION | Location of | ORGANIZATION
LaJolla Location_of | LaJollaGenomatics
CA Location_of | LaJolla Genomatics

o /




Events and Attributes

COMPANY-FORMATION_EVENT:

COMPANY: | LaJollaGenomaics
PRINCIPALS: | Fletcher Maddox
Oliver
Ambrose
DATE:
CAPITAL:

RELEASE-EVENT:

COMPANY: | LaJolla Genomatics
PRODUCT: | Geninfo

DATE: June 1999

COST:

NAME: Fletcher Maddox
Maddox

DESCRIPTOR: | former Dean of the UCSD
Business School
hisfather

thefirm'sCEO

CATEGORY: | PERSON

NAME: Oliver
DESCRIPTOR: | Hisson

Chief Scientist
CATEGORY: PERSON
NAME: Ambrose

DESCRIPTOR: | Oliver's brother
theCFO of L.J.G.

CATEGORY: PERSON

NAME: UCSD Business School

DESCRIPTOR:

CATEGORY: | ORGANIZATION

NAME: LaJolla Genomatics
LJG.

DESCRIPTOR:

CATEGORY: ORGANIZATION

NAME: Geninfo

DESCRIPTOR: | itsproduct

CATEGORY: |ARTIFACT

NAME: LaJolla

DESCRIPTOR: | the Maddox family's hometown

CATEGORY: LOCATION

NAME: CA

DESCRIPTOR:

CATEGORY: |LOCATION

IE Accuracy by Information Type

Information
Type

Accuracy

Entities

90-98%

Attributes

80%

Facts

60-70%

Events

50-60%

13



Unstructured Text

POLICE ARE INVESTIGATING A ROBBERY THAT OCCURRED AT THE 7-
ELEVEN STORE LOCATED AT 2545 LITTLE RIVER TURNPIKE IN THE
LINCOLNIA AREA ABOUT 12:30 AM FRIDAY. A 24 YEAR OLD
ALEXANDRIA AREA EMPLOYEE WAS APPROACHED BY TWO MEN WHO
DEMANDED MONEY. SHE RELINQUISHED AN UNDISCLOSED AMOUNT
OF CASH AND THE MEN LEFT. NO ONE WAS INJURED. THEY WERE
DESCRIBED AS BLACK, IN THEIR MID TWENTIES, BOTH WERE FIVE
FEET NINE INCHES TALL, WITH MEDIUM BUILDS, BLACK HAIR AND
CLEAN SHAVEN. THEY WERE BOTH WEARING BLACK PANTS AND
BLACK COATS. ANYONE WITH INFORMATION ABOUT THE INCIDENT

OR THE SUSPECTS INVOLVED IS ASKED TO CALL POLICE AT (703) 555,
555%:

_Structured (Desired) Information

ABDUCTION | 8700 BLOCK OF ANNANDAL |[11:30 PM | SUNDA

LITTLE RIVER E Y
TURNPIKE,
ROBBERY 7- ELEVEN LINCOLNIA |12:45 AM | FRIDAY

STORE LOCATED
AT 2545 LITTLE
RIVER TURNPIKE,

ROBBERY |7- ELEVEN FAIRFAX 3:00 AM | FRIDAY
STORE LOCATED
AT 5624 OX
ROAD, )
_/
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MUC Conferences

Conference Year Topic

MUC 1 1987 Naval Operations

MUC 2 1989 Naval Operations

MUC 3 1991 Terrorist Activity

MUC 4 1992 Terrorist Activity

MUC 5 1993 Joint Venture and Micro

Electronics

MUC 6 1995 Management Changes

\ MUC 7 1997 Spaces Vehicles and Missile
N Launches

S,

The ACE Evaluation

e The ACE program is dedicated to the challenge of extracting
content from human language. This is a fundamental capability
that the ACE program addresses with a basic research effort that
is directed to master first the extraction of “entities”, then the
extraction of “relations” among these entities, and finally the
extraction of “events” that are causally related sets of relations.

e After two years of research on the entity detection and tracking
task, top systems have achieved a capability that is useful by
itself and that, in the context of the ACE EDT task, successfully
captures and outputs well over 50 percent of the value at the
entity level.

e Here value is defined to be the benefit derived by successfully
extracting the entities, where each individual entity provides a
value that is a function of the entity type (i.e., “person”,

“organization”, etc.) and level (i.e., “named”, “unnamed”). Thus
each entity contributes to the overall value through the
\incremental value that it provides. /




ACE Entity Detection & Tracking>

100

Goal: Extract entities. Each| Human|performance ~80

entity is assigned a value. %1 OFAC
This value is a function of itg 20 | LoC
Type and Level. This value |: Average |B GPE
is gained when the entity is 70+ of Top4 g ORG
successfully detected. This o | Systems B PER

value is lost when an entity
is missed, spuriously
detected, or
mischaracterized.

50 +

40 4

30 4

Table of Entity Values

relative to Maximum Value

20 -
PER|ORG|GPE|LOC| FAC

Normalized Value / Cost (in %)

NAM| 1 | 0.5 | 0.25] 0.1 | 0.05 7

NOM| 0.2| 0.1 | 0.05| 0.02| 0.01 Act value Max value

PRO|0.04| 0.02| 0.01{0.004{ 0.002

Miss 36%, False Alarm 22%, Type Error 6%

Applications of Information
Extraction

e Routing of Information

e Infrastructure for IR and for
Categorization (higher level features)

e Event Based Summarization.

e Automatic Creation of Databases and
Knowledge Bases.

o /
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Where would IE be useful?

e Semi-Structured Text
e Generic documents like News articles.

e Most of the information in the document
is centered around a set of easily
identifiable entities.

o /

Approaches for Building IE
Systems

e Knowledge Engineering Approach

e Rules are crafted by linguists in cooperation with
domain experts.

e Most of the work is done by inspecting a set of
relevant documents.

e Can take a lot of time to fine tune the rule set.

e Best results were achieved with KB based |E
systems.

e Skilled/gifted developers are needed.

K e A strong development environment is a MUST! /

17



Approaches for Building IE
Systems

e Automatically Trainable Systems

e The techniques are based on pure statistics and
almost no linguistic knowledge

e They are language independent
e The main input is an annotated corpus

e Need a relatively small effort when building the
rules, however creating the annotated corpus is
extremely laborious.

e Huge number of training examples is needed in
order to achieve reasonable accuracy.

e Hybrid approaches can utilize the user input in the

k development loop. /

A Basic IE System

Tokenization

~o

Morphological and
Lexical Analysis

~o

Synatctic Analysis

~o

k Domain Analysis /

18



Architecture of a Full IE System

»
Tokenization

Morphological and
Lexical Analysis

~o

Synatctic Analysis

~o

Domain Analysis

Part of Speech Tagging
NN

Sense Disambiguiation

Shallow Parsing

Deep Parsing

Anaphora Resolution

Integration .
N

Components of IE System

- Advisable o
Tokenization

|:| Nice to have

[ ] conpass @

Morphological and
Lexical Analysis

o~
Synatctic Analysis /

Domain Analysis

Sense Disambiguiation




The Extraction Engine

Document
Coillection

Entities, Facts
and Events

Generic
Extraction
Rules.

Generic
Lexicons and
Thesaruses

Custornized
Extraction
Rules.

Dormain
Specific
Lexicons and
Thesaruses

Extraction
Engine

Why is IE Difficult?

e Different Languages

e Morphology is very easy in English, much harder in German and
Hebrew.

e Identifying word and sentence boundaries is fairly easy in
European language, much harder in Chinese and Japanese.

e Some languages use orthography (like english) while others (like
hebrew, arabic etc) do no have it.
e Different types of style
e Scientific papers
Newspapers
memos
Emails
Speech transcripts
e Type of Document
e Tables
e Graphics
e Small messages vs. Books

/

20



Morphological Analysis

e Easy

e English, Japanese

e Listing all inflections of a word is a real possibility
e Medium

e French Spanish

e A simple morphological component adds value.
e Difficult

e German, Hebrew, Arabic

e A sophisticated morphological component is a
k must! /

Using Vocabularies

® “Size doesn’t matter”
e Large lists tend to cause more mistakes
e Examples:
¢ Said as a person name (male)
¢ Alberta as a name of a person (female)
e It might be better to have small domain
specific dictionaries

o /
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Part of Speech Tagging )

e POS can help to reduce ambiguity, and
to deal with ALL CAPS text.

e However
e It usually fails exactly when you need it

e It is domain dependent, so to get the best
results you need to retrain it on a relevant

corpus.
e It takes a lot of time to prepare a training

k corpus. /

A simple POS Strategy )

e Use a tag frequency table to determine
the right POS.

e This will lead to elimination of rare senses.
e The overhead is very small

e |t improve accuracy by a small
percentage.

e Compared to full POS it provide similar
boost to accuracy.

o /
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Dealing with Proper Names

e The problem
e Impossible to enumerate
e New candidates are generated all the time
e Hard to provide syntactic rules

e Types of proper names
e People
e Companies
e Organizations
e Products
e Technologies
\ e Locations (cities, states, countries, rivers,

mountains)

/

Comparing RB Systems with ML
Based Systems

B

Rule Based HMM

Walll Street
Journal

MUCG6 96.4 93

MUC7 93.7 90.4

Transcribed
Speech

\|HUB4 90.3 90.6

23



Building a RB Proper Name
Extractor

e A Lexicon is always a good start
e The rules can be based on the lexicon and on:
e The context (preceding/following verbs or nouns)
e Regular expressions
e Companies: Capital* [,] inc, Capital* corporation..
e Locations: Capital* Lake, Capital* River
e Capitalization
e List structure
e After the creation of an initial set of rules
e Run on the corpus
e Analyze the results
e Fix the rules and repeat...
e This Process can take around 2-3 weeks and result in performance of
between 85-90% break even.

e Better performance can be achieved with more effort (2-3 months) and
then performance can get to 95-98%

o /

Introduction to HMMs for IE

24



Motivation )

e We can view the named entity extraction as a
classification problem, where we classify each
word as belonging to one of the named entity
classes or to the no-name class.

e One of the most popular techniques for
dealing with classifying sequences is HMM.

e Example of using HMM for another NLP
classification task is that of part of speech
tagging (Church, 1988 ; Weischedel et. al.,

1993).

o /

What is HMM? )

e HMM (Hidden Markov Model) is a finite state
automaton with stochastic state transitions and
symbol emissions (Rabiner 1989).

e The automaton models a probabilistic
generative process.

e In this process a sequence of symbols is
produced by starting in an initial state,
transitioning to a new state, emitting a symbol

transition/emission cycle until a designated
final state is reached.

selected by the state and repeating this

25



Disadvantage of HMM )

e The main disadvantage of using an HMM
for Information extraction is the need for
a large amount of training data. i.e., a
carefully tagged corpus.

e The corpus needs to be tagged with all
the concepts whose definitions we want
to learn.

o /

Notational Conventions )

e T = length of the sequence of observations (training
set)

N = number of states in the model

g; = the actual state at time t

S ={S,,...S\} (finite set of possible states)

V = {O,,...0} (finite set of observation symbols)
n = {m} = {P(q, = S;)} starting probabilities

A = {aij}=P(d..,= S; | g, = S)) transition probabilities
B = {b,(0Y} = {P(C; | g; = S;)} emission probabilities

o /
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The Classic Problems Related
to HMMS

e Find P( O | A ): the probability of an
observation sequence given the HMM
model.

e Find the most likely state trajectory given
A and O.

e Adjust A = (7, A, B) to maximize P(O | A
).

o /

Calculating P(O | A)

e The most obvious way to do that would be to
enumerate every possible state sequence of length T
(the length of the observation sequence). Let Q =
Q1,...QT , then by assuming independence between
the states we h%\{»%| 2-Tln)

« POIQ M) == R

O

e By using Bayes theorem we have
e P(O,QI1) = P(OIQ, ) P(QIA)

e Finally The main problem with this is that we need to
do 2TNT multiplications, which is certainly not feasible

keven for a modest T like 10. /
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The forward-backward algorithm

e In order to solve that we use the forward-backward
algorithm this is far more efficient. The forward part is
based on the computation of terms called the alpha
terms. We define the alpha values as follows,

() =7b(0)
)= S 0ay 0.

PO 4)=Ya ()

e We can c?:mpute the alpha values inductively in a very
efficient way.

KoThis calculation requires just N2T multiplications. /

The backward phase

e In a similar manner we can define a
backward variable called beta that
computes the probability of a partial
observation sequence fromt+1to T. The
beta variable will also be computed
inductively but in a backward fashion.

B, i) =1

\_ ” (i)=gajb.(om)ﬁm(j) Y,

28



Solution for the second problem

e Our main goal is to find the “optimal” state sequence. We will do that by
maximizing the probabilities of each state individually.

e We will start by defining a set of gamma variables the measure the
probabilities that at time t we are at state S;.

o Mp0) __a®p ()

r()=

POID S, (e
e The denominator & u‘sgg‘ﬁfst to make gamma a true probability
measure.

e Now we can find the best state at each time slot in a local fashion.

_argmax[y, ()]
o Tik ‘maingrelRlem with this approach is that the optimization is done
locally, and not on the whole sequence of states. This can lead either to
a local maximum or even to an invalid sequence. In order to solve that

problem we use a well known dynamic programming algorithm called the
kViterbi algorithm. /

The Viterbi Algorithm

e Intuition

o Compute the most likely sequence starting with the
empty observation sequence; use this result to compute
the most likely sequence with an output sequence of
length one; recurse until you have the most likely
sequence for the entire sequence of observations.

e Algorithmic Details

¢ The delta variables compute the highest probability of a
partial sequence up to time t that ends in state Si. The
psi variables enables us to accumulate the best
sequence as we move along the time slices.

e 1. Initialization:

k 5,(i) = 7,(0,) /
vi() =0

29



Viterbi (Cont).

e Recursion:

5.(j) = [6 L()a, b (0)

_agmax
v (i) = 1<i<N

e Termination:

5. ()a, ]

max

[5: ()]
e Reconstruction:

q*
\LFort—TlT .

_ . argmax
Ticien W T o

[6: ()]

= Wt+1 (q:+1)
- The resulting

sequence, , solves Problem 2.

Viterbi (Example)

30



The Just Research HMM

e Each HMM extracts just one field of a given document.
If more fields are needed, several HMMs need to be
constructed.

e The HMM takes the entire document as one
observation sequence.

e The HMM contains two classes of states, background
states and target states. The background states emit
words in which are not interested, while the target
states emit words that constitute the information to be
extracted.

e The state topology is designed by hand and only a few

\transitions are allowed between the states. /

Possible HMM Topologies

ackground
state

hitial state final state




A more General HMM

Architecture

prefix states

background
state

target
states

final state

suffix states

Experimental Evaluation

Acquiring Acquired Abbreviation Price of Status of
Company Company of Acquired Acquisition Acquisition
Company
30.9% 48.1% 40.1% 55.3% 46.7%
Speaker Location Start Time End Time
71.1% 83.9% 99.1% 59.5%

-

32



BBN's Identifinder )

e An ergodic bigram model.

e Each Named Class has a separate region in
the HMM.

e The number of states in each NC region is
equal to |V|. Each word has its own state.

e Rather then using plain words, extended
words are used. An extended word is a pair
<w,f>, where f is a feature of the word w.

o /

BBN’s HMM Architecture )

33



Possible word Features

2 digit number (01)

4 digit number (1996)
alphanumeric string (A34-24)
digits and dashes (12-16-02)
digits and slashes (12/16/02)
digits and comma (1,000)
digits and period (2.34)

any other number (100)

All capital letters (CLF)
Capital letter and a period (M.)
First word of a sentence (The)
Initial letter of the word is capitalized (Albert)
word in lower case (country)
all other words and tokens (;)

© ® N OA DR

N
A wN P o

-
-

Statistical Model

e The design of the formal model is done in
levels.

e At the first level we have the most accurate
model, which require the largest amount of
training data.

e At the lower levels we have back-off models
that are less accurate but also require much
smaller amounts of training data.

e We always try to use the most accurate model
possible given the amount of available training

data.

o /
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Computing State Transition
Probabilities

e When we want to analyze formally the
probability of annotating a given word
sequence with a set of name classes, we need
to consider three different statistical models:

e A model for generating a name class
e A model to generate the first word in a name class

e A model to generate all other words (but the first
word) in a name class

o /

Computing the Probabilities
Detalils

e The model to generate a name class depends on the
previous name class and on the word that precedes
the name class; this is the last word in the previous
name class and we annotate it by w_;. So formally this
amounts to P(NC | NC_,,w_,).

e The model to generate the first word in a name class
depends on the current name class and the previous
name class and hence is P(<w,f>; | NC, NC,,).

e The model to generate all other words within the same
name class depends on the previoues word (within the
same name class) and the current name class, so

kformally itis P(<w,f>| <w,f>, NC). /
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The Actual Computation

Cc(NC,NC_,w ;)
c(NC_,w,)
c(<w, f>..,NC,NC,)
c(NC,NC )
c(<w, f><w >, NC)
c(<w, f>,,NC)

c(<w,f>,<w,f>-1,NC), counts the number of times that we

P(NC|NC ,,w,) =

Pl<w, f >, |NC,NC,)=

Pl<w, f>kwf>_,,NC)=

have the pair <w,f> after the pair <w,f>_, and they both are
\ﬁgged by the name class NC. /

Modeling Unknown Words

e The main technique is to create a new entity called
UNKNOWN (marked _UNK ), and create statistics for
that new entity. All words that were no seen before are
mapped to _UNK .

e split the collection into 2 even parts, and each time
use one part for training and one part as a hold out
set. The final statistics Is the combination of the results
from the two runs.

e The statistics needs to be collected for 3 different
classes of cases: UNK __and then a known word (|V|
cases), a known word and then _UNK__and two
consecutive _UNK __ words. This statistics is collected

for each name class. /
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Name Class Back-off Models

e The full model take into account both the previous
name class and the previous word (P(NC| NC_;,w._,)

e The first back-off model takes into account just the
previous name class (P((NC| NC.,)).

e The next back-off model would just estimate the
probability of seeing the name class based on the
distribution of the various name classes (P(NC)).

e Finally, we use a uniform distribution between all
names classes (1/(N+1), where N is number of the
possible name classes)

-

First Word Back-off Models

e The full model takes into account the current name
class and the previous name class (P(<w,f>;| NC,
NC.,)).

e The first back-off model takes into account just the
current name class (P(<w,f>;| NC)).

e The next back-off model, breaks the <w,f> pair and
just uses multiplication of two independent events
given the current word class (P(wW|NC)P(fINC))

e The next back-off model is a unifa¥m distribution
between all pairs of words and feafi#es ( :
where F# is the # of possible word features)

-
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Rest of the Words Back-off
Models

e The full model takes into account the current name
class and the previous word (P(<w,f>|<w,f>;, NC)).

e The first back-off model takes into account just the
current name class (P(<w,f>| NC)).

e The next back-off model, breaks the <w,f> pair and
just uses multiplication of two independent events
given the current word class (P(w|NC)P(fINC))

e The next back-off model is a uniform distribution
between all pairs of words and features ( ,
where F# is the # of possible wprgFigatures)

o /

Combining all the models

e The actual probability is a combination of the different
models. Each model gets a different weight based on
the amount of training available to that model.

e Lets assume we have 4 models (one full model, and 3
back-off models), and we are trying to estimate the
probability of P(X]Y). Let P1 be probability of the
event according to the full model, and P2, P3, P4 ate
the back-off models respectively.

e The weights are computed based on a lambda
parameter that is based on each model and it
immediate back-off model. For instance A; will adjust

the wait between the full model andﬂtb firsgppek-off
kmodel. ‘fl‘ bc(YJH fﬁ?(\g/
c(Y)
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Analysis

e Where c(Y) the count of event Y according to the full
model, and bc(Y) is the count of event Y according to
the back-off model. #(Y) is the number of unique
outcomes of Y.

e Lambda has two desirable properties

o If the full model and the back-off model both have the
same support for event Y, then Lambda will be 0 and we
will use just the full model.

o If the possible outcomes of Y are distributed uniformly
then the weight of lambda will be close to 0 since there
is low confidence in the back-off model.

_[(1_c(Y) 1
\ /1_[1 bc(Y)jH #(Y)

be(Y)

Example

e We want to compute the probability of P(“bank” | “river”, “Not-A-Name”).
Lets assume that river appears with 3 different words in the Not-A-Name”
name class, and in total there are 9 different occurrences of river with
any of the 3 words.

a=(1-9) L |_p3.3
-9 3 4 4

e so we will use #e-full model (P1) with 0.75, and the other back-off
models with 0:25. ¥We then compute A2 which computes the weight of the
first back-off model (P2) against the other back-off models, and finally A3
which is the weight of the second back-off model (P3) against the last
back-off model. So to sum up, the probability of P(X|Y) would be:

o P(X[Y)=A1*PL(X|Y) + (1-AL)* (A2 * P2(X]Y) + (1 - A2) * (A3 * P3(X|Y)
+ (1 - A3) * P4(X|Y)))

o /

39



Using different modalities of
text

e Mixed Case: Abu Sayyaf carried out an attack on a south western beach resort
on May 27, seizing hostages including three Americans. They are still holding a
missionary couple, Martin and Gracia Burnham, from Wichita, Kansas, and claim
to have beheaded the third American, Guillermo Sobero, from Corona, California.
Mr. Sobero's body has not been found.

e Upper Case: ABU SAYYAF CARRIED OUT AN ATTACK ON A SOUTH
WESTERN BEACH RESORT ON MAY 27, SEIZING HOSTAGES INCLUDING
THREE AMERICANS. THEY ARE STILL HOLDING A MISSIONARY COUPLE,
MARTIN AND GRACIA BURNHAM, FROM WICHITA, KANSAS, AND CLAIM TO
HAVE BEHEADED THE THIRD AMERICAN, GUILLERMO SOBERO, FROM
CORONA, CALIFORNIA. MR SOBERO'S BODY HAS NOT BEEN FOUND.

e SNOR: ABU SAYYAF CARRIED OUT AN ATTACK ON A SOUTH WESTERN
BEACH RESORT ON MAY TWENTY SEVEN SEIZING HOSTAGES INCLUDING
THREE AMERICANS THEY ARE STILL HOLDING A MISSIONARY COUPLE
MARTIN AND GRACIA BURNHAM FROM WICHITA KANSAS AND CLAIM TO
HAVE BEHEADED THE THIRD AMERICAN GUILLERMO SOBERO FROM
CORONA CALIFORNIA MR SOBEROS BODY HAS NOT BEEN FOUND.

o /

Experimental Evaluation (MUC

7

Modality Language Rule Based HMM

Mixed case English 96.4% 94.9%

Upper case English 89% 93.6%

SNOR English 74% 90.7%

Mixed case Spanish 93% 90% /
/
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How much Data is needed to

train an HMM?

Number of English Spanish
Tagged Words

23,000 NA 88.6%
60,000 91.5% 89.7%
85,000 91.9% NA
130,000 92.8% 90.5%
230,000 93.1% 91.2%
650,000 94.9% NA

Limitations of the Model

e The context which is used for deciding on the type of
each word is just the word the precedes the current
word. In many cases, such a limited context may
cause classification errors.

e As an example consider the following text fragment
“The Turkish company, Birgen Air, was using the
plane to fill a charter commitment to a German
company,”. The token that precedes Birgen is a
comma, and hence we are missing the crucial clue
company which is just one token before the comma.

e Due to the lack of this hint, the IndentiFinder system
classified Birgen Air as a location rather than as a
company. One way to solve this problem is to
augment the model with another token when the
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Example - input

DOCUMENT>

TYPE>NEWS</TYPE>

ID> 4 Ryan daughters tied to cash ( Thu Feb 13, 9:49 AM )</ID>

TITLE> 4 Ryan daughters tied to cash </TITLE>

DATE> Thu Feb 13, 9:49 AM </DATE>

SOURCE> Yahoo-News </SOURCE>

BODY> By Matt O'Connor, Tribune staff reporter. Tribune staff reporter Ray Gibson contributed to this report <p> Four of

campaign in the mid-1990s, according to testimony Wednesday in federal court. <p>
Alan Drazek, who said he was brought in at Ryan's request as a point man for the Gramm campaign in lllinois, testified he
was told by Scott Fawell, Ryan's chief of staff, or Richard Juliano, Fawell's top aide, to cut the checks to the women.
According to court records made public Wednesday, Ryan's daughter, Lynda Pignotti, now known as Lynda Fairman,
was paid a combined 5,950 in 1995 by the Gramm campaign in four checks laundered through Drazek’s business,
American Management Resources.
<p>
<p>
In 1996, individual checks went to Ryan daughters Nancy Coghlan, who received 1,725, and Joanne Barrow and Julie R.
Koehl, who each pocketed 1,000, the records showed.
<p>
<p>
A source said all four daughters had been given immunity from prosecution by federal authorities and testified before the

former Gov. George Ryan's daughters shared in almost 10,000 in secret payments from Sen. Phil Gramm's presidentijl

grand jury investigating Fawell as part of the Operation Safe Road probe.
p>
w story at Chicago Tribune <p> /
<]

<p> </BODY>
</DOCUMENT>

Example - Output

ull story at <LOCATION>Baltimore Sun</LOCATION>

By <PERSON>Matt O ' Connor</PERSON> , <ORGANIZATION>Tribune</ORGANIZATION> staffl
reporter . Tribune staff reporter <PERSON>Ray Gibson</PERSON> contributed to this report

our of former Gov . <PERSON>George Ryan</PERSON> ' s daughters shared in almost
<MONEY>10, 000</MONEY> in secret payments from Sen . <PERSON>Phil

testimony <DATE>Wednesday</DATE> in federal court .

PERSON>Alan Drazek</PERSON> , who said he was brought in at
<ORGANIZATION>Ryan</ORGANIZATION> ' s request as a point man for the Gramm campal
in <LOCATION>Illinois</LOCATION> , testified he was told by <PERSON>Scott
Fawell</PERSON> , Ryan 's chief of staff , or <PERSON>Richard Juliano</PERSON> ,
<PERSON>Fawell</PERSON> ' s top aide , to cut the checks to the women . According to cou|
records made public <DATE>Wednesday</DATE>, Ryan ' s daughter , <PERSON>Lynda
Pignotti</PERSON> , now known as <PERSON>Lynda Fairman</PERSON> , was paid a

in four checks laundered through Drazek ' s business , <ORGANIZATION>American
Management Resources</ORGANIZATION> .
h <DATE>1996</DATE> , individual checks went to Ryan daughters <PERSON>Nancy

Gramm</PERSON?> ' s presidential campaign in the <DATE>mid - 1990 s</DATE> , accordingfto

combined <PERCENT>5</PERCENT>, 950 in <DATE>1995</DATE> by the Gramm campaig

shyl

It

=

Coghlan</PERSON>, who received <MONEY>1 , 725</MONEY> , and <PERSON>Joanne
Barrow and Julie R . Koehl</PERSON> , who each <MONEY>pocketed 1 , 000</MONEY> , th
records showed .

urce said all four daughters had been given immunity from prosecution by federal authoritie:
ified before the grand jury investigating Fawell as part of the Operation Safe Road pr

Full story at <ORGANIZATION>Chicago Tribune</ORGANIZATION>
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Training: ACE + MUC => MUC

r/p muc? ace+muc?
person 91.9/85.5 84.9/88.6
organization 91.1/93.7 83.1/95.9
date 90.9/76.6 59/89.5
time 76.4/77.6 68.6/92.5
location 90.7/91.3 77.7/91.7
money 97.6/82.1 86.6/82.1
percent 93.7/40.54 50/29.6

Results with our new algorithm

——DATE

——LOCATION

y""::::“*
/ ORGANIZATION
o1 /";""‘—"
PERSON
/ —— DATE-Nymble

—— LOC-Nymble

F-measure (%)

—— ORG-Nymble

09 68 @25 126 317 432 598 BOL 1090 1484 2019 2749 3741

Amount of training (KWords)

Logarithmic scale - each tick
\ multiplies the amount by 7/6

+ Currently available
Amount of training
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Some Useful Resources

e Linguistic Data Consortium (LDC)
e Lexicons
e Annotated Corpora (Text and Speech)
e New Mexico State University
o Gazetteers
e Many lists of names
e Lexicons for different languages
e Various Web Sources
CIA World Fact Book
Hoovers
SEC, Nasdaq (list of public company names)
US Census data
Private web sites (like Arabic, Persian, Pakistani names)

-

/

IE in BioTech
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Two Levels of Processing

e Out-of-the-box Entity and Relationship Tagging

¢ Identifies entities and categorizes them according to
vocabularies (l.e. genes, tissues, ...)

¢ Identifies relationships based on verbs (and/or verb
phrases)

¢ Identifies co-occurrence relationships

e Advanced Tagging

e Enables a complete discovery process (identify
entities that are not in any vocabulary)

e Add constraints, conditions and semantics for more

\ granular relationship identification /
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Advanced Tagging

e Enables a complete discovery process
(identify entities that are not in any
vocabulary)

e Add constraints, conditions and
semantics for more granular relationship
identification

-

/
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Advanced Tagging

Enable a discovery process:

e Tag any tissue, even if it does not exist in
any vocabulary.

Example:

Any noun-phrase that starts with “ki nase” is probably
a gene/protein

-

Advanced Tagging

e Enable a deeper, more accurate tagging
process

Example:

“intral ysosonmal accunul ati on of
gl ycogen affects function of
skel etal nuscle”

Naive result: <glycogen> affects <function>

Correct result: <intralysosomal accumulation of
kglycogen> affects <function of skeletal muscle> /
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Advanced Tagging

identification

e Example:

-

e Enables constraints, conditions and
semantics for more granular relationship

Tag a <causality relationship> between
<gene-mutation> and <disease>

/

@ LonceptMame: genemutationdisease

User supplied

User supplied

disease vocabulary

| gene vocabulary |

Pattern: ICausuaIlt_l,l

__I_

MutationWC ¥ [SKIF] ¥ GepeWrC ¥ [SKIP] ¥ CausualityWC VE[SKIP] ¥

DiseaseWC ¥

E Categories |£b Constraints |E Output |

- (23 Basic Concepts
[+ £3 Basic Dictionaries
-3 My Concepts

= ﬁ My Dictionaries

Last recently used
25 DiseasewC
23 Causudlini/C

P MutalorWT V# GengwC
; ukation
s %Mutat\onwtl .
g At genemutationdisease
A8 Disgasew/C R borth
A8 CaususlityT &:Dunl L
A Days
Result sample: GiProduet
Mit ations that disrupt the g:“fg?'
. . . erbiGrou
DNA- bi ndi ng domai n of the T- N
box gene, TBX3, have been G Drgarization
dermonstrated to cause UMS T
(fh IndustryTerm
(Ul nar-mamrary syndrone) @ Technology
(5!1 NounGroupMotProper
(ﬁNounGloup
(ﬁ B azicH ounGroup
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Developing IE Rules

The Process - Graphically
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The DIAL Language )

Declarative Information Analysis Language

Prolog (Logic Programming)- Based (“Rules”)

Unique Pattern-Matching Capabilities

Enhanced by C++ - based Procedural Elements

DIAL is implemented in C++

DIAL code is compiled to C++ functions, from

which an executive DLL is produced

DIAL Rules and Rulebook )

Rulebook
Formulation of real-world concepts as sets of
DIAL predicates (“Program”) that match and
extract their occurrences in Texts.

Concepts
e Entities — “Basic” Object Types
e Relationships — Specific connection or

occurrence involving two or more entities: (a
“fact” or an “event”).
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Entities and Relationships- (examples)

e Financial News Domain
Entities: Company, Product, Person (Executive)

Relationships: Company Headquarter, Merger
e Sports News Domain
Entities: Athletes, Sports Teams
Relationships : Match Result
e Genomics Domain
Entities: Gene, Protein, Disease ...
e HTML Pages Parsing / Analysis
Entities: URL (Links within the Page)

/

DIAL Predicates and Rules

Each Predicate has several Definitions (Rules)

Each Rule may have:
e A Series of Pattern Matching Elements

e A Set of Constraints that the Matched
Patterns must obey

e A Set of Assignments of the Predicate’s
Parameters and/or actions concerning
k External Variables / Data Structures /




Pattern Matching Elements )

e An explicit token (String) : e.g. “announces”

e A wordclass — a predefined set of phrases that
share a common semantic function.

Example :

wor dcl ass wcResignation = resignation retiremnent
departure ;

e (Another) Predicate Call
e Flow Control Operators: Cut, Local and Global

Consumption (@, @, @)

Constraints )

Used for carrying out “on-the-fly” Boolean Checks
on relevant Pattern Matching Elements

Example :
verify(l nWC( P, @wAnnounce))

Means that the P Pattern Matching Element must

Qa member of the wordclass wcAnnounce /
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A Full Rule — an Example )

predi cate topl evel ConmpanyNane ( STRI NG
Conpany ) ;

ConpanyNane(C) : -

CapWrds -> d

wc ConpanyExt - >e

[ "." ]->f
verify (! Firstln
(d, @wxConpNaneNonStarters ) )

@ @
{ C=d+e+f ; } ; /
Nexample of an Instance:

Crown Central Petroleum Corp.

Natural Language Processing —
|_Challenges and Solutions

Why NLP is tricky — an Example

PersonLeftPosition (fired) event :
A company fired a person (an executive)

Example:

Banco Mercantil del Peru yesterday
kfired the embezzler, Pilar Gonzalez /




The “naive” Approach )
The Pattern:

Possible_Company ... FOLLOWED BY

“fired” (or a similar word - wordclass) ...
FOLLOWED BY

Possible_Person_Name

o /

The Problem )

A “real” sentence matching this very same rule:

Alabama Power's new gas-fired electric

generating facility at Plant Barry.

The syntactical function of “fired” in the sentence

must be a VERB ! /
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Shallow Parsing in IE )

e Only Core Constituents are extracted
e No attempt is made at full parses
e Relevant prepositional attachments are

extracted.
¢ | saw the man with a telescope

e Only adverbials related to location and time
are processed, others are ignored.

e Quantifiers, modals, and propositional
attitudes are ignored, or treated in a simplified

= /

Why not Full Parsing? )

e Full Parsing for IE was tried in:
e SRI Tacitus system (MUC 3)
e NYU Proteus (Muc-6)

e Main Issues:

e Slow (combinatorial explosion of possible
parses)

e Erroneous
e A simple predicate-argument structure is

k needed. /
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Coreference )

e The general problem is related to co referential
relations between expressions
e Whole — part relationship
e Containment relationship (set/subset)
e A simplest version is to find which noun
phrases refer to the same entity
e An even more restricted version is to limit it
just to proper names.
e Example:
e The President, George Bush, George W. Bush, or

k even “W”, all refer to the same entity. /

Easy and hard in Coreference )

e “Mohamed Atta, a suspected leader of the
hijackers, had spent time in Belle Glade, Fla.,
where a crop-dusting business is located. Atta
and other Middle Eastern men came to South
Florida Crop Care nearly every weekend for
two months.

e “Will Lee, the firm's general manager, said the
men asked repeated questions about the
crop-dusting business. He said the questions
seemed "odd," but he didn't find the men
suspicious until after the Sept. 11 attack.”

o /
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The “Simple” Coreference

e Proper Names
¢ IBM, “International Business Machines”, Big Blue

e Osama Bin Ladin, Bin Ladin, Usama Bin Laden.
(note the variations)

e Definite Noun Phrases

e The Giant Computer Manufacturer, The Company,
The owner of over 600,000 patents

e Pronouns
e It, he , she, we.....

/

Coreference Example

Granite Systems provides Service Resource Management
(SRM) software for communication service providers with
wireless, wireline, optical and packet technology networks.
Utilizing Granite' Xng System, carriers can manage
inventories of network resources and capacity, define
network configurations, order and schedule resources and
provide a database of record to other operational support
systems (OSSs). An award-winning company, including an
Inc. 500 company in 2000 and 2001, Granite Systems
enables clients including AT&T Wireless, KPN Belgium,
COLT Telecom, ATG and Verizon to eliminate resource
redundancy, improve network reliability and speed service
deployment. Founded in 1993, the company is
headquartered in Manchester, NH with offices in Denver,

CO; Miami, FL; London, U.K.; Nice, France; Paris, France;
Madrid, Spain; Rome, Italy; Copenhagen, Denmark; and
Singapore.

58



A KE Approach to Corefernce

e Mark each noun phrase with the following:

e Type (company, person, location)

e Singular vs. plural

e Gender (male, female, neutral)

e Syntactic (name, pronoun, definite/indefinite)
e For each candidate

e Find accessible antecedents
e Each antecedent has a different scope
o Proper names'’s scope is the whole document
« Definite clauses’s scope is the preceding paragraphs
o Pronouns might be just the previous sentence, or the same
paragraph.

e Filter by consistency check

k e Order by dynamic syntactic preference /

Filtering Antecedents

e George Bush will not match “she”, or “it”

e George Bush can not be an antecedent
of “The company” or “they”

e Using a sort Hierarchy we can use
background information to be smarter

e Example: “The big automaker is planning to
get out the car business. The company feels

that it can never longer make a profit
making cars.” /

-
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AutoSlog (Riloff, 1993)

texts (NPs).

extraction patterns

-

e Creates Extraction Patterns from annotated

e Uses Sentence analyzer (CIRCUS, Lehnert,
1991) to identify clause boundaries and
syntactic constituents (subject, verb, direct
object, prepositional phrase)

e |t then uses heuristic templates to generate

/

Example Templates

Template

Example

<subj> passive-verb

<victim> was murdered

<subj> aux noun

<victim> was victim

Active-verb <dobj>

Bombed <target>

Noun prep <np>

Bomb against <target>

Active-verb prep <np>

Killed with <instrument>

Passive-verb prep <np>

Was aimed at <target>

-

/
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AutoSlog-TS (Riloff, 1996)

e |t took 8 hours to annotate 160 documents,
and hence probably a week to annotate 1000
documents.

e This bottleneck is a major problem for using IE
In new domains.

e Hence there is a need for a system that can
generate |E patterns from un-annotated
documents.

e AutoSlog-TS is such a system.

o /

AutoSlog TS

Extraction

| ﬂ%}_» S: World Trade Center Patterns
a V: was bombed AutoSlog Heuristics <w> was killed
PP: by terrorists bombed by <y>

Sentence Analyzer

9©

Extraction Patterns
<w> was killed

EP REL %
<x>was bobmed 87%
bombed by <y> 84%
<w> was killed 63%
<z>saw 49%

Sentence Analyzer

<x>was bombed

bombed by <y>
k <z> saw /
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Top 24 Extraction Patterns

<subj> exploded

Murder of <np>

Assassination of <np>

<subj> was killed

<subj> was kidnapped

Attack on <np>

<subj> was injured

Exploded in <np>

Death of <np>

<subj> took place

Caused <dobj>

Claimed <dobj>

<subj> was wounded

<subj> occured

<subj> was loctated

Took place on <np>

Responsibility for <np>

Occurred on <np>

Was wounded in <np>

Destroyed <dobj>

<subj> was murdered

One of <np>

<subj> kidnapped

Exploded on <np>

7

Evaluation

e Data Set: 1500 docs from MUC-4 (772

relevant)

e AutoSlog generated 1237 patterns which
were manually filtered to 450 in 5 hours.

e AutoSlog-TS generated 32,345 patterns, after

discarding singleton patterns, 11,225 were

left.

rel — freq

e Rank(EP) = ~ freq 0% "
e The user reviewed the the top 1970 patterns

\ and selected 210 of them in 85 minutes. /

AutoSlog-TS achieved better precision.
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Learning Dictionaries by Bootstrapping
l 000\

] iy J

extraction patterns simultaneously.

e Use untagged text as a training source for
learning.

e Start with a set of seed lexicon entries and
using mutual bootstrapping learn extraction
patterns and more lexicon entries.

-

e Learn dictionary entries (semantic lexicon) and

/

Mutual Bootstrapping Algorithm

Using AutoSlog generate all possible extraction
patterns.

Apply patterns to the corpus and save results to
EPData

SemLex = Seed Words

Cat_EPList = {}

Score all extraction patterns in EPData
Best _EP = highest scoring pattern
Add Best_EP to Cat_EPList

Add Best_EP’s extractions to SemLex

Goto 1

(.b.wweoo o o

/
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Meta Bootstrapping Process

Candidate Extraction Patterns
and their Extractions

)

lize

Select best_FP

Iq

Temporary Semantic

Seed Words
Initia
Permanent Semantic
lexicon
Add 5
NPs

Category EP List

Lexicon

Bes

Add best_EF's
extractions

Sample Extraction Patterns

www location

Www company

terrorism location

offices in <x>

owned by <x>

living in <x>

facilities in <x>

<x> employed

traveled to <x>

operations in <x>

<x> is distributor

become in <x>

operates in <x>

<x> positioning

sought in <x>

seminars in <x>

motivated <x>

presidents of <x>

activities in <x>

sold to <x>

parts of <x>

consulting in <x>

devoted to <x>

to enter <x>

outlets in <x>

<x> thrive

ministers of <x>

customers in <x>

message to <x>

part in <x>

distributors in <x>

<x> request information

taken in <x>

services in <x>

<x> has positions

returned to <x>

expanded into <x>

offices of <x>

process in <x>
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Experimental Evaluation

N

Iter 1 | Iter 10 Iter 20 Iter 30 Iter 40 Iter 50
Web 5/5 25/32 52/65 72/113 86/163 95/206
Company Q) (.78) (.80) (.64) (.53) (.46)
Web 5/5 46/50 88/100 129/150 |163/200 |191/250
Location Q) (.92) (.88) (.86) (.82) (.76)
Web Title 0/1 22/31 63/81 86/131 101/181 |107/231

()] (.71) (.78) (.66) (.56) (.46)
Terr. 5/5 32/50 66/100 100/150 |127/200 |158/250
Location (D) (.64) (.66) (.67) (.64) (.63)
Terr. 4/4 31/44 68/94 85/144 101/194 | 124/244
Weapon Q) (.70) (.72) (.59) (.52) (.51)

7

Semi Automatic Approach

Smart Tagging

\_
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[ solvent for the second step, but the catalyst efficiencies were found to be even lower than for those
sequentially impregnated with water (10, 13 and 14, Table VI).
3) Elemental Analyses and Ton Exchange with Support
Two Leaching Methods

Elemental analyses were performed on the (unused) catalysts of this study vsing two standard
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Auditing Events
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New Events

AcquisitionActual 09/04/2000

AcquisitionActual | Company:National Grid Group Plc [ Compan

iagara Mohawk Holding:

and telecommunications networks around the world

Acquisitionknown 124 09/05[2000  AcquisitionKnown | Company:Tom Com | Company:Ve Press | _ What:70 % stake
PersonPasitionCompany 124 09/05/2000  PersonPostionCompany | Persan:Jon Huntsman Jr | Position:vice - chairman | Company:E
CompanyProduct 113 09/05/2000  CompanyProduct [ Company:Compusoft Canada Inc / Product:etraceabilitytm
icquisitionknown 111 08052000  Acquisitionknown | Comparny:Tek Logistics Inc | Companiy:Klsysen Transport Led | Whal
PersorPositionCompany 106 08052000  PersonPostionCompary | Persan:Darryl Edwards | Position:chief executive officer | Comp
PersonPasitionCompany 105 09/05/2000  PersonPositionCompany | Persan:Hideyuld Aizawa | Position:chairman | Company: [ Orge
PersonPasitionCompany &0 09(05/2000  PersonPositionCompany | Person:Takashi Imai f Postion:chairman | Company:Keidanren |
PersorPositionCompany 62 09j05/2000  PersorPositionCompany | Person:Meryan Tazer | Position:officer in queensland | Compan .
| ' _>I_I
Event: AcquisitionPlanned
o FES
Date: 09/04/2000 A7 /R Flab|[EEB Clear Forest
B~ AcquisitionPlanned National Grid Group ple (LSE, NYSE: NGG) and Niagara Mohawl Holdings, Inc =
g General Data (MYSE: NMK) announced today that they have signed a merger agreement under which =
1421 Event Data Mational Grid will acquire Miagara Mohawk through the formation of a new

Company; Hatienal Grid & | Natinnal Grid holding company, New National Grid, and the sxchange of Niagara
Company: Magara Mohav | 1ohawls shares for 2 combination of American Depositary Shares (ADSs) and cash.
St MNational Grid, one of the U.K.'s 50 largest companies and the world's largest
independent electric transmission company, builds, owns and operates electric

[l || largest combined electric and zas utility in New Vork State =

Miagara Mohawk is the second

Ready | Iy
Auditing a PersonPositionCompany
Event
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File Edit View
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ﬁl [spokesman

2] [Forbes Com to accommodate that growth."

American Heritage magazine or Forbes com

"Forbes is expanding and our headcount is growing, so we needed more office

_ mCompany | | jiacesaid Forbes spokesman Ray Healey "We have taken space in 90 Fifth Ave

In Organization Healey declined to specify which of Forbes' businesses would occupy the new

ll ,— space, but said the corporate and editorial offices of the flapship magazine and J
Forbes Global would remain at the company's headgquarters at 60 Fifth Ave.

A source at the magazine speculated that the advertising sales department was a

logical candidate to take at least part of the new space. The company also might

need additional space for editorial offices for Forbes FY1, Forbes ASAP,

tlark Al Clear
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Updating the Taxonomy and the
Thesaurus with New Entities

x
Mat i thezauruslor taxonarmy]:
In Position
Ipresident and ceo Add

¥ Suggestions:

1 Change |
Altach |

I master/local

Browse Tax

satd Chff Pallan, President and CEOQ of

MNewsEdge
Cancel |

Using Background Information

e Often the analyst would like to use background
information about entities, which is not available in the
documents.

e This background information enables the analyst to
perform filtering, clustering and to automatically color
entities in various colors.

e Examples:
¢ CIA World FactBook
e Hoovers
e SIC Codes

e A database gateway can create virtual nodes in the

\taxonomy based on properties stored in the database/
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Using the CIA World Fact Book
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Link Detection

The Importance of Analysis

“Analysis is the key to the successful use of
information; it transforms raw data into
intelligence. It is the fourth of five stages in the
intelligence process: collection, evaluation,
collation, analysis, dissemination. Without the
ability to perform effective and useful analysis,
the intelligence process is reduced to a simple
storage and retrieval system for effectively
unrelated data”

The Intelligence Analysts Training Manual

k Scotland Yard, London /
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What is Link Analysis? (Law
Enforcement context)

B

Link Analysis is the graphic portrayal of
facilitate the understanding of large

investigators to develop possible
relationships between individuals that

of data obtained.
k Coady, 1985

investigative data, done is a manner to

amounts of data, and particularly to allow

otherwise would be hidden by the mass

/

Generalized Definition

B

Link Analysis is the graphic portrayal of
to facilitate the understanding of large

analysts to develop possible
relationships between entities that

of data obtained.

-

extracted/derived data, done is a manner

amount of data, and particularly to allow

otherwise would be hidden by the mass

/
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Characteristics of Criminal Networks

e Huge size (many nodes, relatively small
numbers of links)
® Incompleteness

e Not all “real” nodes and links will be
observed.

e Fuzzy Boundaries
e Organizations are often interlaced
e Dynamic

k e Each link strength has distribution over tirry

Notions of Centrality(node)

e Degree
e # of other nodes to which it is directly linked.
e Betweeness

e # of geodesics (shortest paths between 2 other nodes) which pass
through it.

e Closeness

e Minimizing the maximum of the minimal path length to other nodes in
the network. (the central nodes have a minimal radius).

e Center of gravity
e Point Strength

e Increase in the number of maximal connected subcomponents upon
removal of the node.

e Business
e How busy is each node in transmitting information

o /
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Applications of Centrality

e Targeting
e Betweeness
e Business
e |dentification of Network Vulnerability
e Betweeness
e Point Strength
e Business

o /

Equivalence

e Substitutability
e Objects a, b of category C are structurally equivalent if, for any
relation M and any object x of C, aMx iff bMx and xMa iff xMb.
e Stochastic Equivalence
e Given a stochastic multigraph X, actors i and j are stochastically
equivalent iff the probability of any event concerning X is unchanged
by interchanging actors i and j.
e Two network nodes are stochastically equivalent if the probabilities of
them being related to any other individual are the same.
e Role Equivalence
e In anetwork X, a and b are role equivalent if there exist an
automorphism f of X which maps a into b and b into a, and which is
!:iil;k preserving (f(a) = b, f(b) = a; f(c) is linked to f(d) iff ¢ is linked to

e Two nodes can be role equivalent even if they are in two

disconnected components. Obviously they are not stochastically /

\ equivalent.
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Applications of Equivalence )

e Assessment of network vulnerability

e Whether a target individual has a substitute
or not.

e Detecting Aliases
e No link joining them directly
e Many paths of length 2 connecting them

e Role equivalence can be used for
template matching. Building models and

kseeking a match within the link graph. /

Weak Ties )

e Weak Ties are the ties which add most
to the efficiency of communication within
the network. They usually connect
cliques to the outside world.

e Detecting activity of the weak ties usually
signals a critical operation.

e Eliminating weak ties may hurt the

network the most.
- /
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How to derive relationships?

e Wayne Baker and Robert Faulkner looked at archival data to
derive relationship data.

e The data they used to analyze illegal price-fixing networks were
mostly court documents and sworn testimony. This data included
accounts of observed interpersonal relationships from various
witnesses.

e Bonnie Erickson (Erickson, 1981) talk about trusted prior contacts
for the effective functioning of a secret society.
e The 19 hijackers appeared to have come from a network that had
formed while they were completing terrorist training in Afghanistan.

e Many were school mates, some had lived together for years, and
others were related by kinship ties.

e Deep trusted ties, that were not easily visible to outsiders, wove this
terror network together.

o /

A Complete Link Detection System

Internal

External
Unstructured Data Unstructured Data

ccccccc

Profile
[s? and
Updation

Scenario
Evaluatiorn
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Types of Link Detection Questions: )

e Who is Central in the organization?

e Which 3 individuals’ removal or incapacitation
would sever this drug-supply network?

e What role or roles does specific individual
appear to be playing in a given organization?

e \Which communication channels without a
terrorist organization are worth monitoring?

e What significant changes have taken place in
the supply operation of a given organization

ksince this time last year? /

Spring Graph of People Co
Occurrence Graph
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Analysis (Krebs 2001)

-

e Usama bin Laden

e many on the same flight were more than two steps
away from each other. A strategy for keeping cell
members distant from each other, and from other
cells, minimizes damage to the network if a cell
member is captured or otherwise compromised.

"Those who were trained to fly didn't know the others.
One group of people did not know the other group.”

Average Path Length

Contacts

4.75

Contacts + Shortcuts

2.79

/

Crashed into WTC (north)

M

e A

0
i3

L
Dalare
Lo

American Airlines 77
Crashed into Pentagon

2
&
)
3’5

3

[ THE HIJACKERS ...

Crashed inlo WTC (south)

Mohamed Atta {..) Marwanal-Shehhi
[Cgyptian} o [United Arab Emirates)
Recefved pilat traiming s Received pilat traiaing
Waleed M. Alshehri e Fayez Ahmed
(Samdid picture (Beleved to be Saudi)
Commercial pilat anadaie
Wail Alshahri ;' = Ahmed Alghamdi
(Saudi} ; a’h [Possibly Saudi)
Passible pilot training :
Satam al-Suqami . -N  Hamza Alghamdi
(Nationality unknows) (Bebeved to be Saudi)
¥ Passibbe pilot training

Abdulaziz Alomari® Mahald Alshehri

i & [Nationality usknawn)
Passible pilot training Paigibhe pilot training

United Alrfines 93
Crashed in Pennylvania

Khalid al-Midhar o) Zied Jamrah
(Hationality unknown) ¥ (Lebanese)
Received plot Lraining l"_‘~ :‘ Received piled lraning

Majed Moged ﬁ Ahmed Alhaznawi
(Nationality unkncwn) (S

Salem Alhamzi* Ahmed Alnami
(Saudi} (Natioaalty unknown)
Passibie pilot training

Nawaf Alhamzi*
(Saudi)

a Saced Alghamdi®
\ (Seems to be Saudi)

Hani Hanjour *Disputed
(Saudi)} identity

AND HOW THEY WERE CONNECTEL

Altended same Known to be

technical college together in week
before attacks
Hamburg, Germany
— M ohamed kita Stayed together
Marwan al-Shehhi it da
Tiad Jdarrah M
Mohamed Atta
Took fiight classes Marwan al-Shehhi
together
Pilot schoals
in Florida 5
Mohamed Atta also seen dining
Marwan al-Shehhi together
Pilat schoals e
In San Diage Majed Moged
. o Salem Alhamzi
Khalid al-Midhar Nawal Alhamzi
Nawal Alhamzi Hani Hanjour
Bought flight Bought Flight
lickets using tickets together
same address Mohamed Atta
* Mohamed Alta® Ziad Jarrah
Marwan al-Shehhi Ahmed Alhaznawi

Abdulaziz Alomari®

* Aise wied same
et cand

Picked up tickets

boy
Baltimore

« Waleeo M. AlShenri ghakd al-Midhar
Wail Alshanei Wajed Moged
« Fayez Ahmed B
Mohald Alshehri 2
— n Flosid
+ Ahmed Aghamd: Ahmed Alnami
Hamza Alghamdi Saeed Alghamdi

Last knewn
address
Hallywood, Florid
Marwan al-Shehhi

Waléed M. Alshehri
Wail Alshahri

Jiad Jarrah

Hani Hanjour

Other cities

in Florida
Mohamed Atta
Fayez Ahmed
Ahmed Alghamdi
Mahald Alshehri
Khalid al-Midhar
Ahmed Alhaznawl
Ahmed Alnami
Saved Alghamd

Outside Florida
Satam al-Suqami
Hamza Akghamdi
Abdulaziz Alomari
Majed Moged
Salem Alhamzi
Nawal Alhamzi
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rusted Prior Contacts
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So How was the “work” done?

e Special Meetings were held to connect distant
parts of the network.

e These meetings created transitory shortcuts
(watts, 1999).

e One of the known meetings was held in Las
Vegas.

e As a results, 6 shortcuts were added to the
network and it reduced the average path
length by 40%.

&AII pilots formed a small clique! /

Measuring Network Parameters

Degrees Betweeness Closeness
Mohammad | 0.361 Mohammad | 0.588 Mohammad | 0.587
Atta Atta Atta
Marwan Al- | 0.295 Essid Sami | 0.252 Marwan Al- | 0.466
Shehhi Ben Kemais Shehhi
Hani 0.213 Zacarias 0.232 Hani 0.445
Hanjour Moussaoui Hanjour
Essid Sami | 0.18 Nawaf 0.154 Nawaf 0.442
Ben Kemais Alhazmi Alhazmi
Nawaf 0.18 Hani 0.126 Ramzi Bin 0.436
Alhazmi Hanjour Al-Shibh
Ramzi Bin 0.164 Djamal 0.105 Zacarias 0.436
Al-Shibh Beghal Moussaoui

\ Ziad Jarrah | 0.164 Marwan Al- | 0.088 Essid Sami | 0.433 /
\ Shehhi Ben Kemaié
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Ranking the Terrorists

Betweenness Closeness

Moh.

CENTRALIZATION

CENTRALIZATION 0372 CENTRALIZATION

* suspectod b e iennti

Building Networks

Table 4. Networks to Map

Relationship / Network

Data Sources

1. Trust Prior contacts in family, neighborhood, school, military, club
or organization, Public and court records. Data may only be
available in suspect’s native country.

2. Task Logs and records of phone calls, electronic mail, chat rooms,

. Travel records.
ation of meetings and attendance

instant messages, web site vi
Human intelligence - obsery
at common events,

3. Money & Resources

Bank accountand money transfer records. Pattern and loca-
tion of credit card use. Prior a
Human intelligence - observation of visits o allernate bank-
ing resources such as Hawala.

rl records.

4. Strategy & Goals

Web sites. Videos and encrvpted disks delivered by courier.
Travel records,

Human intelligence - observation of meetings and attendance
at common events
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Example

»
Ramzi Yousel

-
Ramzi Ahimed Yousel

Uaama bin Laden

.
Abdur Rab Rasul Sayyal

-
Arrwar Shaban

Abdul Hakim Mucad

.
Gilulin Andreati

Hetting Cra=i Jahn Paul i

Another Example

Colin Powell

¢ George W. Bush
@ Al Qaeda

Donald Rumsfeld

Hamid Mir

AT —a—Ta—/a——a

@ Asi Fleischer
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ot ot ot -
T CE (o | e — - = i
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e -
gl ) o o PR o e | e (T )
™ D Yasser Arafat
& Tony Blair
y

@ Anel Sharon

@ Erie-Cantor

& Shimon Peres

@ Abduliah Azzam
@ Hugh Dellios

o Magnus Ranstorp
@ Harvey Kushner
@ Mahmoud Zahar

& Arch MeColl

© Hamas
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Drilling Down

tle Browser

Osama bin Laden , Hamas
12 Documents Found

[}

Date | Titte A

952

1071

11/05/2001 Charity or terrorism? Businessman jailed for donations to Ha...
By Tom Kertscher & longtime Milwaukee businessman is serving a prison sentence inlsiael,
having been convicted of financing temorism through a group that has supported

1014/2001 Israel assassinates suspected organizer of disco bombing
Just after sunrise Sunday, the militant Hamas leader was gunned down on his rooftop by three
sniper bullets in the first targeted kiling acknowledged by lsrael since it halted the widely
condemned practice as part of a tuce agreement three weeks ago,

10102001 Islamic nations call for U.S. to justify bombing of Afghanistan
The ministers also expressed concerns that President's Bush's month-old war on terrorism could
become an excuse for America to attack longtime foes in the Middle East, particulary rag, the
Lehanese militia Hezbollah and the Palestinian militant |slamic group Hamas

d ind [
10/08/2001  Asalal’s troops open fire on g
Twao youths were killed by gunfire and more than 40 were wounded, one critically, in the

demarstration staged by students at lslamic Uriversity in Gaza City, & stronghold of the radical
Hamas movement.

09/2772001 Lawyer Calls Dallas-Area Intermet Company Yictim of Guilt b._
The names bin Laden and Marzook appear in the records of InfoCom Corp, - attomey Arch
MeColl said, but they are not connected to renegade S audi Osama bin Laden or Hamas political

figure Maousa Abu Marzook.
na 112 1900

[ S —

in mesmrnntnd o b

Select All Create Sub Enlle:tmn‘ Close I

Person-Organization-Person

© Ariel Sharon

& Taliban—_ e
£ State Department - e

~ © Osama bin Laden
' Hamas

7 Palestinian Autho...
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Which Person Connects Wal-Mart
and Kinko’s?

© Kinko's @ Mohamed Atta © wal-Man

Conclusions )

e Information Extraction is a mature technology
that can create a solid foundation for real text
mining.

e Entity extraction can be performed with very
high accuracy (~95% breakeven).

e Entity extraction can be implemented either by
using rule based approaches or by using
machine learning approaches (HMM or TBR)

e Link Detection is a very effective method to

\uncover indirect relationships between entitk?
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Future Work

e Machine learning approaches for
relationship extraction

e Hybrid approaches (rules based +
machine learning) for relationship
extraction

e Visual authoring environments for rule
based methods

e Visual environment for defining complex
\Iink detection queries.
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