Operating Systems Comprehensive Exam

Fall 2005

Student ID #

10/27/2005

You must complete all of part | (60%)

You must complete two of the three sections in pait (20% each)



Partl: You nust completeal | of this section.

1.

linked libraries campasrshared library code, allowing one copy ofoadry
routine to be used by several different processes.

absolute relative static dynamic none dlfiese is correct

When it is not known at compile time where agesss will reside in memory,
code must be generated.

logical physical absolute relocatable

A UNIX process call§ or k() to create a child process as shopind = fork();
a) What value will be assignedgod in the parent process by the calftor k() ?

the parent’s process id the child’s process id zero none of these

b) What value will be assignedpo d in the child process by the callftor k() ?

the parent’s process id the child’s process id zero none of these
Memory compaction can be used to minimize theced of fragmentation.
internal external neither answer is correct

The Banker's algorithm is used for deadlock

denial prevention avoidance recovery
Belady's anomaly can affect the performancéef t page replacement algorithm.
FIFO LRU optimal SJF

access files are madeaaf fength records that allow programs to read arite w
records in no particular order.

sequential direct logical none of these is aerct

When an I/O request is being handled for a sg@dcess, which term refers to the policy of
returning
control to the user process before the I/O is detag?

synchronous I/0 asynchronous 1/0 delayed 1/0 me of these

Which multithreading model requires that a ne@nnkl thread be created for each new user thread?

many-to-one one-to-one many-to-many ne of these is correct

10. A process that does not affect, and is notegteby, another process is referred to as:



static independent cooperating dynamic urdunded



Matching: choose the best answer for each questidrom the list below:

11.

12.

13.

14.

15.

—omo»

bi ndi ng

i ncreased nodul arity
deadl ock

contiguous allocation
t hrashi ng

AITOW®

File allocation method that storesikdlflock pointers in one block.

Situation that occurs when a processdsp@ore time paging than executing.

File allocation method that has eadkhllizck point to the next block in the file.

A synchronization tool used to contomlesss to critical sections.

The main advantage of using a layerede&3gn.

| i nked al | ocati on
ext er nal

i ndexed all ocation
semaphor e

i mproved performance

Matching: choose the best answer for each questidrom the list below:

16.

17.

18.

19.

20.

rComo>

is the separation of a user’s logicahorg from physical memory and is commonly

implemented by

To reduce the number of entries ineadfiiocation table, file blocks are grouped intest.

Allows 1/O devices to transfer data gmory without passing it through the CPU.

Occurs when attempting to access atpagés not in memory.

clusters

page fault
demand pagi ng
t hr eads
fragnmentation
buffers

SAITMOW

devi ce driver

limt register

virtual nenory

deadl ock

di rect nenory addressing
compacti on

21. Briefly explain what happens during the consaxitch between the execution of two processes?



22. For the following, indicate which type of fragmation is possible (circle one):

(a) Memory paging: Internal External Both are possible
(b) Memory segmentation: Internal External Both are possible
(c) Linked file allocation: Internal External Both are possible
(d) Contiguous file allocation: Internal External Both are possible

23. Name the four necessary conditions for a de&dlo

24. List two of the criteria used for comparing C&theduling algorithms and explain what they mesasur

25. A solution to the critical section problem msatisfy three requirements, nate of them:



[I. You must completet wo of the following three sections. If you completenore
than two sections, clearly indicate which two seans that you want graded.
Otherwise, the first two sections will be graded adh the third ignored.

A. Given the following set of processes, answer thestions below. Assume that each new process
arrives after the interrupted process has beemed to the ready queue. If two processes aative
the same time, or have the same remaining bumst schedule them in process number order.

Process Id | Burst Time | Arrival Time
1 5 0
2 3 1
3 6 3
4 4 4

Fill in the following Gantt charts as specifieddeanswer the questions associated with each part.
Write the_process numbef the executing process in the cell for each timi.

1) First-Come-First-Served (non-preemptive):

Average waiting time = Which process had the loregt response time

2) Shortest-job-first (preemptive):

Average waiting time = What was the turnaround tme for process 1

3) Round Robin (time slice (quantum) is 2 time units):

Average waiting time = What was the turnaround tme for process 4



B. Given the following list of page references, in @xtion order:

5, 1, 3, 4, 5 2, 3, 2, 5 1, 4, 2

Given the number of available frames shown intéitde below, how many page faults will occur
for each of the following page replacement al¢pons? (All pages are initially empty.)

You mustshow your work to receive partial credit, otherwise only yourwaess will count.

Algorithm # of page faults
FIFO with 4 frames

LRU with 3 frames

Optimal with 3 frames




P::

Po:

Pa:

P5:

Ps:

Assume thak; ; is a semaphore synchronizing processandj , and that alk ; are initialized

to 0. LetS; represent the statements defining proégs<On the right of the page, construct a
precedence graph showing the order in which thegases will execute. Represent the process
P, with a circle and show a precedence relationsbipiéen 2 processes with an arrow.

{ wait(Xs 1);
wait(Xs 1);
S}

{ wait(Xs2);
signal(g,s);
S;

wait(Xs 2); }

{Ss
signal(>g 2);
signal(>g,e); }

{ wait(Xe,4);
signal(%,s);
S}

{ wait(Xz,5);
S,
wait(Xy 5);
signal(>.1); }

{ wait(X3e);
S,
signal(>¢.1);
signal(>¢.2);
signal(¢ 4); }

—
Example:



