Algorithms
CSE 5211
Fall 2006
Final Exam
Points 50 Time 115 min

Answer sketches (not detailed answers) below.

1a. Write an O(log n) divide and conquer algorithm for calculating an, for a > 0 and n ( 1. Analyze its complexity. [Hint: If you have written an O(n) divide an conquer algorithm before write it again and check how to improve it.]


[5]
Instead of making two exactly same calls for an/2 (or  a(n-1)/2) call it once and use the stored value. T(n) = 2T(n/2) + O(1) leads to O(log n).
1b. Following is the fragment of an algorithm where M is a 2-dimensional array and fj is an one-dimensional array. What is the time-complexity for this fragment (you need NOT formally analyze) and how can you improve it further?

[5]
For size = 1 to n do


For (left =1; left ( n-size+1; left++) do {


right = left+size-1;



M(left, right) = infinity;



For (i = left; i  ( right; i++) do {



x = M(left, i) + M(i, right) + ( j=left right  fj ;




if x < min then M(left, right) = x }};
The summation needs a loop resulting in 4-loops O(n^4) complexity. The summation need not be inside the last loop. Two O(n^3) loops, when you take it outside the innermost loop – complexity is O(n^3).
2a. Write an algorithm to detect connected components of an undirected graph.










[5]
DFS or BFS. Each time you re-start with a new node you are starting a new connected component. Writing the exact algorithm is little tricky, as in the case of Euler ckt algorithm.
2b. In a certain company there are n departments. For each department there is a list of other departments that it can collaborate with. Collaboration is two ways, i.e., if dept. A  collaborates with dept. B, then B also collaborates with A. For each such collaborative pair of departments, there exists a positive or negative profit value. Write a greedy algorithm to find a maximum profit-making collaboration list (who should collaborate with whom), such that there is no collaborative cycle amongst the departments, e.g., department A collaborates with department B, B with C, and C with A is such a cycle.










[5]
If all edges or –ve run Max Spanning Tree, else run Max ST algorithm only on +ve edges. Negative edges will reduce profit, so, do not include them. But if you have only –ve edges, then it is loose minimum.
3a. Hamiltonian path (HP) in an undirected graph is a path using arcs of the graph such that each node is traversed once and only once. Following is a recurrence relation for detecting a shortest HP in an input undirected weighted graph, from a given start node.
P(S, k) = min{P(S – {k}, m) + w(m, k) | m ( S –{k}}, if |S| > 1

P(S, k) = w(1, k), if S = {k}, for single node k in the set S
P(S, k) is the optimum (min) path length from the start node 1 to node k via all nodes in the set S from the graph, and w(m, k) indicates the direct distance from node m to node k.
Write a dynamic programming algorithm for the problem using the recurrence.










[4]

Need to loop on subset size |Subset of S| = 2 through |S|, observe below – it shows the loop structure. 
3b. The following is an input graph, and below it is a table that calculates the shortest HP for the subgraph with nodes in a set S, starting from node a. Fill in the table for ‘?’ entries (4 of them).







[4]

V={a, b, c, d}; E={(ab, 6), (ac, 8), (ad, 5), (bc, 5), (bd, 3), (cd, 3)}. Arc (ab, 6) means the arc between node a and b weighs 6.

	S
	K
	P(S, k)

	{b}
	b
	6

	{c}
	c
	8

	{d}
	d
	?  5

	{b, c}
	b
	13

	{b, c}
	c
	11

	{b, d}
	b
	8

	{b, d}
	d
	?  9

	{c, d}
	?
	8

	{c, d}
	d
	11

	{b, c, d}
	b
	13

	{b, c, d}
	c
	?  13 (Many people got 12! How? My source also has the same12 that I thought as typo. I did not deduct point for 12)

	{b, c, d}
	d
	?  14


	


3c. From the above calculation can you find the shortest Hamiltonian Circuit (that starts and ends on the same node traversing through each node once and only once)?  [2]
Connect the last three nodes from above table to node a, shortest value is 19 for ba and da both.
4a. Transform the following SAT problem into a corresponding 3-SAT problem. Count the number of steps needed for the transformation. With an example assignment, show that your transformation is correct. 

SAT:

V={u1, u2, u3, u4, u5};  C={(~u1),  (u2, ~u3, u4, ~u5), (u1, ~u2, u3, u4, u5)}
[8]

Easy. Eighteen steps for new variables and clauses: 4 clauses for C1, 2 for C2, 3 for C3. 2 var for C1, 1 for C2, 2 for C3, plus 5 old variables to copy.
4b. Write in a line or two on the significance of proving (a) P ( NP-complete ( Φ, and (b) P ( NP-complete = Φ.





[2]
(a) An NP-complete problem has now polynomial time algorithm. So, P=NP (not just P=NPcomplete).

(b) P  ( NP. 
5.  Solve the following Linear Programming problem by running the simplex algorithm.
Maximize
3x1 – x2 - 2x3  

Subject to:
x1 + 2x2  + 3x3  ( 28



2x1 + x2  + 5x3  ( 56



4x1 + x2  + 3x3  ( 16 



x1, x2 , x3  ( 0
Easy. One pivot terminates simplex, but you needed to observe that termination. 12 is the optimized value at (4, 0, 0).
