Analysis of Algorithms
CSE 5211
Fall 2012 
Final Exam
 Points  60
Intro to Analysis of Algorithms
CSE 4081
Fall 2012
Final Exam
 Pts  60
Time: 110 min


TWO PAGES QUESTION
Q1. Solve the following Linear Programming problem by running the Simplex algorithm. You need not go beyond 3 pivoting iterations.
Maximize
3x1 – x2 - 2x3  

Subject to:
x1 + 2x2  + 3x3  ( 28



2x1 + x2  + 5x3  ( 56



4x1 + x2  + 3x3  ( 16 



x1, x2 , x3  ( 0



In one pivot solution gets to 12 at (4, 0, 0)
Q2.  Transform the following SAT problem to a 3SAT problem instance. 

What is the number of steps in running the algorithm?



V={a, b, c, d, e, f}; C={(a. ~b, c, f), (~d), (~c, ~f), (a, b, d, ~e)}

(a. ~b, c, f) => (a. ~b, z1) (~z1, c, f), 

(~d) => (~d, z2, z3), (~d, ~z2, z3), (~d, z2, ~z3), (~d, ~z2, ~z3),

(~c, ~f) => (~c, ~f, z4), (~c, ~f, ~z4),

(a, b, d, ~e) => similar as clause-1

Steps = Total new variables + steps = 21

Q3. Develop a Huffman coding over the following (node, frequency) pairs by running the Greedy Huffman algorithm. The intermediate forest from each iteration must be shown.

(a, 7), (b, 3), (c, 12), (d, 11), (e, 5).

(b, e, 8), then (a, (b, e) 15) then (c, d, 23) then the whole tree

Q4a. Write a recursive backtracking algorithm to find a minimum cost-Hamiltonian circuit starting from a given node. (HC: a path from start node to itself covering each node once and only once.)  You should use greedy strategy in selecting next node when there are multiple choices of next nodes. No bounding function is necessary.
Q4b.  The following is a weighted graph G:

V= {a, b, c, d, e, f, g}

E= {(a, b, 10), (a, d, 5), (b, c, 3), (c, d, 7), (e, f, 3), (f, g, 6), (g, d, 1)}

Draw the graph first.

Run your algorithm on this graph starting from node a showing the depth-first traversal to find the minimum-cost HC, if there exists any HC.
Trivial backtracking, with unmarked only nodes, 

After arriving to last node try to connect to root, if that exists.

Make sure adjacent list for each node is sorted as initialization in the driver.

The example do not have any HC.

Q5.  Write a dynamic programming algorithm for computing C(1,n) from the following formula. 

C(i, j) = 1, for all i=0 or j=0

C(i, j) = min{ C(i-1, j) + 2, C(i, j-1) – 2},  for all 1 ( i ( j ( n 

Analyze the space & time complexities of your algorithm.

Show the table for computing C(1, 4).





Compute diagonal-wise, over two loops on   i, and  k, where j = i+k-1.

Complexity is O(n^2).

Q6a. Discuss the worst case time-complexity of your algorithm in the project (UG: GameSearch, Grad: FFT).
Game search b^p, b branch and p ply;

FFT O(N logN)

Q6b. What can you say about the minimum and maximum space requirements of any algorithm with O(n^3) time-complexity?
Min: O(N) to read input; max O(N^3) if one item written on each step



Q6c. Discuss very briefly if Linear programming problem is NP-hard or not.

Interior point algorithms are polynomial-time.
Q6d. Someone has an algorithm to sort a list of n numbers in O(2^n) time. Is the problem of sorting NP-hard problem or not?  Discuss very briefly.

O(N logN) algorithms exist: not NP-hard.
UG Q6e.  In your game search program, how the time will increase if your ply is increased from 10 to 11 -  discuss briefly.

b^10 to b^11

Grad Q6e. What type of complexity is expected for an NP-complete problem?
Expected complexity is exponential
