Artificial Intelligence
CSE 5290/4301, Fall 2023
Instructor: Debasis Mitra, Ph.D.

Office: OEC 350   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/ArtInt/
Office Hours: MW 2-4pm, preferably, let me know first by e-mail (or by appointment)
Grading plan (Tentative, slight modifications may follow in weights): Takehomes/Quizzes: 20%, Exams 50%, Project: 30%
Class 3:30 pm - 4:45 pm 
TR 
Crawford 112 
Aug21-Dec15

Class Zoom URL: 
Access to this Table: cs.fit.edu/~dmitra/ArtInt   then, Fall 2023   

then, <<Continuously updated day-planner for Fall 2023>>
SYLLABUS AS ON THE  FINAL EXAM OF Spring 2023
Background materials may be always questioned, they are pre-requsite.
Materials under *---* are excluded. 3.3-3.4.5 means 3.3 through 3.4.5
Observe the url, textbook pdf slides has /TextSlides/ and my ppt slides has /lectures/ in the url.

SEARCH 
Informed Search: TextSlides Ch 4a, 4b, up to IDA* search and SMA* 
Constraints: TextSlides Ch 5, Up to materials on my slide Constrained Optimization 

Adversarial Search: TextSlides Ch6 up to Sl24-deterministic games

LOGIC

Propositional Logic: TextSlides Ch 7

FOL: TextSlides Ch 8
Inferencing in FOL: TextSlides Ch 9
PROBABILISTIC REASONING

Prior and Conditional probabilities, Probabilistic knowledge-base and inferencing: TextSlides  Ch 13

Bayesian network: TextSlides Ch 14a
*Inferencing with Bayesian networ: TextSlides Ch 14b*
MACHINE LEARNING

Inductive learning, Decision Tree  learning: TextSlides Ch 18 
(In addition, follow my lecture slides for Machine Learning, all slides)

The following section are from textbook:

Evaluation  18.4-Model Selection  18.4.1

Regularization  18.4.3

Learning Theory  18.5.0 only
Regression 18.6 – 18.6.2

Classification  18.6.3 – 18.6.4

Neural Network  18.7 – 18.7.4 (exclude exotic varieties of NN on my slides)

Non-parametric models  18.8 – 18.8.4

SVM basics 18.9
Clustering basics (from my slides)
ETHICS

My slides in https://cs.fit.edu/~dmitra/ArtInt/lectures/AIethics.ppt
Florida Tech Academic Calendar: https://www.fit.edu/registrar/academic-calendar/spring-2021/ 
Detailed activities in previous offering mapped on to the dates of the current one, i.e., dates on the leftmost column should be correct but the activities in other two columns get continuously updated.
This table acts as my curricular map for the semester. It helps me to track progress and plan the next few days of the class, assignments, etc. I edit this frequently but sometimes it gets out of sync. Use it at your discretion. 
Meetings: ~ 28. Lectures: Search 4, Constraints 3, Automated Reasoning 4, Probabilistic Reasoning 4, Machine Learning 5, Ethics 1, 
Exams 3/4, Std presentations 2/3
	Classes Fall 2023
	Activities (Fall2023 up to the marked rows, & Spr 2023 the rest of the rows until end): 

	Comments

	Aug 22 T
	AI an Introduction, and 
Get-to-know Pre-quiz (0 point but must submit). 

	Pre-quiz is not online, not graded



	Aug 24 R
	Required CS background list
Big O-notation (Algo-Intro slide 1-10), 

Djikstra algorithm (Algo-Graph slide 23-25), Min-spanning tree algorithm (Algo-Graph slide 54, 57-8)

	

	
	  Updated up to the above date for Fall’23
	

	Aug 29 T
(Aug 30 last day for add/drop)
	Repeat slide 19 (Dijkstra) and 20 (Fibonacci)
Attendance
AI SEARCH (From my slides): 8-puzzle: https://n-puzzle-solver.appspot.com/
BFS- Uniform Cost;  DFS-Depth Limited; 

Iterative-deepening; Intro to guided search

	Pair up for the project. (avoid 1 or 3 persons’ group).

Projects will be described below this table. 

	Aug 31 R
(Sep 4 M – Labor Day)


	Heuristic Search A*, (MySlides 15-27)
Text Slide Ch4a  
InClass Quiz on Blind Search (5 min) Work on stack and queue on the recursion tree on canvas file: show animated steps

	UG project intermediate submission with due date, below this table



	Sep 5 T
	Introduction to grad projects

Text Slide chapter04a.pdf  
MySlides from 27-39, IDA*, etc.


	UG project updated below.

Grad students team up (2-3 each group) for the project. 

Grad Proposal submission on canvas (check for “initial steps” in each project, below)

You may choose one of these projects (no project is “light”) or I may assign one from the choose your own project after talking to me, above. Proposing your own idea is fine too but talk to me first.


	Sep 7 R
	Grad Projects Assignment presentation
Start MySlides 38
Local search: Text slides (chapter04b.pdf)
Local search: MySlides 39-end

	Reminder: If you are registered through the dean-of-students for exam accommodation and need to avail it, let me know a week before each exam



	Sep 12 T
	Refresher: A*, Hill-descending local search, Simulated Annealing, Genetic Algo
Constraints Search (chapter05.pdf): Motivating with Map/Graph coloring, Backtracking, Forward Checking, Constraint Propagation (TextSlides)
Grad project choices finalize

	Grad project proposal due posted below (more detail later).
Even if you do not have any partner at the moment, select one of the projects, research a bit,  and upload proposal on your own
FOR GRADING I USE MY OWN SPREADSHEET. IGNORE AGGREGATES ON 

CANVAS 

	Sep 14 R
	TextSlide-LocalSearch-Continuous Domain Gradient search

Finish TextSlide-Constraints

MySlides (ppt) on Constraints complements TextSlides, but has more topics than needed within the syllabus.
ANN-CNN preview from MyMLslides (Ch18) 31, 33,, 42-44
Adversarial Search (chapter06.pdf) up to slide 20
	Graduate presentations are mandatory for Undergraduate students to attend. I may ask questions on them in any test.

	Sep 19 T
	Sudoku Combinatoric

Grad Proj – Unsupervised learning, My slides, 18LearningSlides.ppt 59-end
Automated reasoning /  Propositional Logic: Models, Inferencing, Syntax-Semantics-Model, (up to TextSlides 30).

Search Test next class


	No proposal for UG project. See below for Intermediate report due date.


	Sep 21 R
	Grad project – data / discussion (initial 15/20 min)

	Search Test


	Sep 26 T
	Automated reasoning /  Propositional Logic: Model-checking algorithm, Logical equivalence,   Forward chaining algo, Backward chaining algo. (TextSlides 25-end, Ch-7)
Homework, on Canvas

	UG Project Phase-1, submit by tonight



	Sep 28 R
	AUTOMATED REASONING:  
Prop-Logic: DPLL algorithm for model checking,

CNF transcription, Resolution algorithm

Predicate Logic / FOL (chapter08.pdf): Syntax, Semantics, Playing with quantifiers, Substitution (up to slide 24)

	

	Oct 3 T
	Pred-logic syntax+semantics (chapter08.pdf): fininsh

Pred-Logic Inferencing (chapter09.pdf): Unification, GMP, Horn Clause, Forward chaining algo, Backward chaining algo (sl#40-66)

CNF, Resolution Algo (p255) 

	

	Oct 5 R
	Finish Pred-logic: 

Steps needed for Inferencing algorithms – Quantifier removal by Skolemization (extra .pptx slide), and Unification with substitution 
Generalized Modus Ponens based Forward Chaining and Backward Chaining algorithms

Conjunctive Normal Form: Resolution based Resolution algorithm
Possible in-class quiz on Pred-Logic

	

	Oct 9-10 Fall break
	No class
	

	Oct  12 R
	Sample logic programs 
Attendance
Automated Reasoning-module test, online, in-class: Test2-Logic

	Occur check: Substitution like x/S(x) not 

allowed in most logic programming languages, Unification-algo syntactically checks for that and fails in that case. Otherwise, x/S(S…(x)…) infinite looping – source of semi-decidability of FOL. Occur check makes an algorithm unsound!


	Mar 02, R
	Taking the Test remotely outside class was not permitted! Those who did so MUST talk to me after the class.
Probabilistic REASONING: Ch13-Textslides- Joint distribution table, conditional probability, simple inferencing: up to sl20

(Sample exercise Ch13: 13.8, 14, 15) 

	You may need rough sheets to work on.
Some questions will refer to .pdf files on canvas.



	Oct 17 T
	RA needed (Presntation1.pptx)

Return of some Logic HW answers

Probabilistic Reasoning (Ch13): Naïve Bayes and Wumpus-example

	

	Oct 19 R
	URL FOR CLASS LECTURES

LOGIC HW: RESUBMIT THOSE WHOSE PAPERS ARE RETURNED

https://cs.fit.edu/~dmitra/ArtInt/Spr2023/Presentation1.pptx
(Ch14a) Bayesian network

	ProbReas HW due



	Oct 24 T

	(Ch14a Slide 22) Noisy-OR

(Ch14a Slide 28) Sigmoid function
(Ch14b up to Slide 9): Bayesian inferencing – recursive and dynamic programming 
Start of Graduate project intermediate presentations (status report, I expect some preliminary results and plan for the future)
Arbitrary ordering of groups

10 min each group – slides and optionally demo – you are presenting to the whole class not just me

Be ready for projection system in class

Presented: Group 7
Guest speaker Dr. U. Bhattacharyya’s presentation:

https://fit.zoom.us/rec/share/IHIvCC5k6tUCVO6Dk2F6uy5BqOHMFIvu1MzIAHP6RXkiqW4mPLOpXUqWnU41BRWZ.UPQpNhTo8PzHxK1C 
Passcode: #FWww6@7
	

	Oct 26 R
	Graduate  presentations contd.

Groups 8 
Machine Learning: first, from text-slide Ch18 


	Next Thursday, Test-3 on Probabilistic Reasoning


	Sep 31 T
	Graduate  presentations contd.
Groups 11 and 3
MACHINE LEARNING MySlides: Decision tree, Miscellaneous
https://fit.zoom.us/rec/share/osHDnkW0wL9fwEzbMPMbEO9b3_Wu9cQYftewzDYbX9eH4aFWjh3iSctOhNhQ2nvT.IyNC-PS_dsKQ3Iw9 
Passcode: bWiC.Y1P

	

	Nov 2 R
	Graduate  presentations contd.

	

	Nov 7 T
(Vote!)
	DT HomeWork: https://cs.fit.edu/~dmitra/ArtInt//Spr2023/DecisionTreeExample-Question.pptx
Machine Learning contd.

Ch18.pdf line-fitting ( Myslides 13 on regularization to avoid overfitting, 

Onwards slides: PAC learning

Linear regression: up to slide 25

To repeat: Gr 8 accuracy formula

Probability distribution with histogram

Graduate  presentations contd. G2, G6

	FINAL EXAM WILL BE COMPREHENSIVE – all 4 modules,

Search, Logic, Probabilistic reasoning, Machine Learning, and Ethics of AI
 

	Nov 9 R
(Nov 10 Veteran’s day-holiday))
	Machine Learning contd.

Linear classifier, perceptron
Graduate  presentations contd. G4

	

	Nov 14 T
	MACHINE LEARNING: ANN from text.
Non-parametric learning kNN variations

LSH (start - slide 51), kernel-regression 
Graduate  presentations contd.

	

	Nov 21 R
(Nov 22-26, Thanksgiving))
	Non-parametric learning: kernel-regression, Support vector machine
Graduate  presentations contd. G10-finished, G5

	Everyone

Nov 21 at 5am Nov 21 at 5am 

Nov 23 at 9:30pm



	Nov 28 T
	Unsupervised learning: 

Clustering basics: K-means,   from https://en.wikipedia.org/wiki/K-means_clustering
K-median, Slide 64 hierarchical, density-based,  hierarchical
Graduate  presentations contd. G12

Graduate Students’ written test on ML (15 min)

	UG Project report submission 4/19/W

	Nov 30 R
	Test4-ML in-class on Canvas (40 min)

	Graduate Project Final report due on Canvas Apr-26-W  
zipped file (7zip, NOT .rar): 

(i) A report between 4-10 pages, 
including an abstract and references (address comments during presentation by explicitly mentioning),

(ii) Your source code including 
instructions on how to run and any dependencies and

required library details,

(iii) if relevant, data files with metadata information 

(to understand data), and (iv) your updated presentation.
All in a zip file, named as: 

Sp23_one group member’s name _abbreviated project name 



	Dec 5 T
(Semester’s last day of class 4/26)
	AI and Ethics (my 14 slides are included in the syllabus and the Final test)

	Please do the instructor review.
(I may add +1 to all in the respective class, if number of reviews are >80% of each class UG and Grad)

	Dec 7 R

(Last day of class Dec 8)
	
	

	
	No haggling on grades – no extra work to upgrade! Communicate only if you are asked to or there is genuine urgent concern, please.
	Please do the instructor review.


	 12/14/2023/3:30pm
	Roll call before exam starts.
Final exam: Comprehensive syllabus.
In-class online.
2 hours, In class room

	//www.fit.edu/registrar/final-examination-schedules/
Thursday, Dec. 14

 3:30–5:30 p.m.




DALL-E-2

Diffusion model for generation: https://www.assemblyai.com/blog/diffusion-models-for-machine-learning-introduction/

Boltzmann machine

VAE-CED

GAN

NMF: 1 pixel dynamic mix

Undergraduate Project: 
Downloading and using existing code is OK, but not encouraged. Rather, enjoy developing your own AI. If you use code from somewhere, report its source. Understand the code thoroughly, and make at least some modifications in the code, and report that too. 

tSNE over images

TDA

Co-ordinate estimation

Intermediate submission: 
Due: Feb 7, Tuesday 11:59pm, on Canvas

Report (one per group, write both members’ names): Algorithm/ pseudo-code (not code), editor screen shot showing how your code is running (or compilation screen shot for command line), screen shot of runs with 3 sample input, a paragraph of any “other” detail you want to report.

UG Project Phase-2 Final Submission, Due 4/19/W on Canvas. 
Submission: a report per group containing (1) two algorithms (pseudo-code), (2) complexity analyses with plots, and (3) discussion. Feel free to extend or refactor your interim report.
Graduate Project: 
Submissions include a proposal, an intermediate progress presentation, and the final report. More details are posted during the semester. I primarily value your efforts and learning, rather than the accuracy of your results. Do not copy/paraphrase from literature or past projects. When presenting basics, try to provide your own understanding rather than copy-pasted keywords. 
Project proposal due February 10/F/2023/7pm. Team members’ names, define the project’s scope, describe your current understanding of the project, and especially, what will be your input-output. Provide your data source and/or data generation/augmentation plan (do not underestimate this), expected results and how will you validate accuracy, a few references, possible code-source, etc. Suggested, 1-3 pages, unless figures are added. 
Intermediate presentation, Starts 3/21/T. Per group 10 min. Tutorial on your method (e.g., on ANN/CNN/SOM/etc.); resources; data generation process; demo of running code; expected/sample output; and the plan about how you would validate whether the project is successful or not. 
Graduate Projects: 

IVC SCRIPT

1. Detect a motif on Indus Valley Civilization (IVC) seals using CNN. [Reference: our past work.]

IV seal image -> 0/1 (Motif present/not). 

Detect Unicorn motif in gray scale image. Convert color images to gray scale. Dimension resizing will needed also for input. Two types of images are there, with unicorn and not. Set aside 10 of each class for validation. Use the rest for training. You will need to augment training data to create thousand(s) of images for training.

Learning objective: CNN

DM (Instructor, on Canvas): Canvas file IvcSealsForAiClass.zip

[image: image1.png]



Group 1: Vatsh Satishkumar Gandhi, Diksha Celene Kolabathula
Group 2: Venkata Satya Jaya Prakash Banka, Ramaseetha Kanuganti, Sathvik Kumar Kondur Suryakumar
MEDICAL IMAGING

2. Compare matrix factorization and principal-component analysis over MRI images. Do the algorithms show White matter / Gray matter better?
10 slices 

Image -> 2 or more images  (factor images)

Learning objective: NMF and PCA (ICA too?) , HC(hchang2014@my.fit.edu): https://drive.google.com/file/d/12-92OEGRX9G5tCjN6uo8ToxT_2QjMy4S/view?ts=63ec335a
Group 3: Pooja Choudhary | Siva Ranjani | Venkatesh Munaga
3. Clustering of time series from dynamic images: PET data.

N time series -> m time-series (m cluster centers, m <<N)

Learning objective: DBSCAN clustering

VK: 

Data files on Canvas: (vk)Data_info;  (vk)time_series_from_PET
Group 4: Sai Santos Mehar Lahari Karrotu, Kavitha Mandala, Vijayasimhaa Reddy Mukkamalla

Group 5: Vamshi Reddy Gattikoppula, Pavan Kalyan Manigandla  

4. Mouse PET images for obesity detection. 15Training+5validatioon slices for each class (obese vs. healthy)

2D images -> 0/1 (healthy/obese)

Learning objective: CNN

HC (hchang2014@my.fit.edu):  https://drive.google.com/file/d/1_ws7fL2MAMuD1BHdUa3wYlGrno4X5z4m/view?usp=sharing
Group 6: Goutham Reddy D, Ravali M, Charan Deep Y
5. Organ segmentation CT data using U-net.  

Whole-body Image -> mask (of an organ) 

Learning objective: U-net

KG (TA, on Canvas): 
GUARD THIS DATA, EVEN THOUGH THEY ARE ANONYMOUS
Group 7: James Williams, Steven Wyatt, Zachary Champion
Group 8: Rahul Mehta, Javier Laboy-Jusino, Aristotelis Dougales
PHYSICS / MATH

6. Given a Gaussian distribution, estimate its mean and standard deviation, using ANN.

List of real numbers-> two numbers.

Generate many random Gaussian distributions given the pair, a mean and a std-dv 

Learning objective: Fully connected ANN

Group 9: Kartheek Yadav Gundeboina, Eswar Kumar Koneru, Sai Ram Reddy Kothi
BIO-SEQUENCES

7. Density-based clustering of a set of bio-sequences from SARS-COV-2 viruses, with Kobzarenko distance

Set of sequences -> m clusters of sequence ids

Learning objective: DBSCAN clustering

VK: https://drive.google.com/file/d/1HKsP0MBNt97X6I33bk8hi02MOJx5UQ_1/view
Group 10: Srikar Reddy Maadhu, Narayana Nisha Chandran Neelagiri, Nikhil Panchaneni  

8. Density-based clustering a set of bio-sequences from SARS-COV-2 viruses, with Levenstein distance

Set of sequences -> m cluster of sequence ids

Learning objective: DBSCAN clustering

VK: https://drive.google.com/file/d/1HKsP0MBNt97X6I33bk8hi02MOJx5UQ_1/view
Group 11: Deva Munikanta Reddy Atturu, Varun Sai Inturi, Gnanika Siddula

Group 12: Anusha Akepogu, Saikrishna Musthyala, Divya Patta 

Page | 2

