Constraint Reasoning

CSE 5692, Spring 2008
Instructor: Debasis Mitra, Ph.D.

Office: Engineering Complex 251

E-mail: dmitra@cs.fit.edu
Class Home Page: http://www.cs.fit.edu/~dmitra/Constraints/

Office Hours: Tuesday-Wednesday 2-4 pm 

Texts:

(1) Rina Dechter, “Constraint Processing,” Morgan Kaufman, 2003, ISBN 1-55860-890-7.

(2) [REFERENCE] Edward Tsang, “Foundations of Constraint Satisfaction,” (originally published by Academic Press but out of print now), monograph available from Department of Computer Science, University of Essex, http://cswww.essex.ac.uk/CSP/edward/
Other basic reference materials:

(1) “Theory and Practice of Constraint Propagation” Barták, R., in Proceedings of CPDC2001

(invited lecture),  Gliwice, Poland, June 2001. 

http://www.cs.fit.edu/~dmitra/Constraints/BartakRevw99.pdf
(2) Another good survey paper from Barabara Smith:

http://www.cs.fit.edu/~dmitra/Constraints/bsmith_survey.pdf

(2) Fahiem Bacchus’ course page: http://www.cs.toronto.edu/~fbacchus/csc2512/
FIT Catalog Course Description: 

Foundations of constraint satisfaction and constraint-based reasoning; problem representation and characterization; consistency checking, heuristic and search; deterministic and stochastic solving methods; applications such as scheduling, timetabling and temporal reasoning.

Course Objective: 

Constraint reasoning is a way of looking at many computational problems. For example, coloring maps with a finite set of colors with the constraint that no adjacent regions get the same color is a constraint reasoning problem. Scheduling classrooms satisfying some constraints is also another example. Primary concern is to solve these problems efficiently. Field of applications varies from solving puzzles to scheduling trains. The objective of the course is to familiarize students with the basic terminologies, concepts, problems and algorithms in the area, and introduce them to some of the advanced results. 

Prerequisites: 

CSE 5211 (Algorithms) / CSE 5100 (Data Structures) required.

Background in Discrete Mathematics is very important (MTH 2051 or equivalent)

Good exposure in Artificial Intelligence is helpful (CSE 4301/5290 or equivalent).

Lecture Topics: 

Background: Motivating examples; How the problems are solved; Mathematical background (relations); Graph Theory background (basic notations); Computational Complexity theory

Basics of Constraint Reasoning: How to formulate a problem as constraint reasoning; Properties of constraint networks/ definitions (equivalence, composition, projection, tightness, intersection, minimality, decomposability)

Constraint Propagation: Approximate consistency / filtering, arc-consistency (AC-1, AC-3, AC-4 algorithms), path-consistency (PC-1, PC-2 algorithms); Higher-level consistency, non-binary constraint networks (generalized AC, Global consistency, bounded consistency); Numeric and Boolean constraint networks

Search Strategies: Backtracking; Look-ahead; Look-back; Learning-based

Advanced Topics: Tractability of Constraint Reasoning; Temporal and Spatial Reasoning; Optimization and linear programming; Probabilistic Networks
Grading (tentative): 


Tests and Homeworks : 50%


Project: 50% 


Grading Policy (tentative): A (90%-100%), B (80%-89.9%), C (65%-79.9%), D (50%-64.9%), F (<50%)

Standard Class Policy:

Copying, plagiarizing and unauthorized collaboration on assignments will be considered as cheating, which may lead to a ‘F’ grade in the class, and other disciplinary actions subject to the University regulations. Any question about the graded class materials should be raised within the two class periods after the graded material is returned to the students. Examinations are announced normally one week prior to the exam date. No make up tests will be given. Students may be asked to attend lectures outside the normal class schedule. Physically challenged students needing any special assistance should consult the instructor. University policy allows a student to be absent from the class on any special religious day for the respective student, provided the instructor is informed at the beginning of the semester.

