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Abstract. In this chapter we present an overview of Web personalization pro-
cess viewed as an application of data mining requiring support for all the phases
of a typical data mining cycle. These phases include data collection and pre-
processing, pattern discovery and evaluation, and finally applying the discovered
knowledge in real-time to mediate between the user and the Web. This view of
the personalization process provides added flexibility in leveraging multiple data
sources and in effectively using the discovered models in an automatic personal-
ization system. The chapter provides a detailed discussion of a host of activities
and techniques used at different stages of this cycle, including the preprocessing
and integration of data from multiple sources, as well as pattern discovery tech-
niques that are typically applied to this data. We consider a number of classes of
data mining algorithms used particularly for Web personalization, including tech-
niques based on clustering, association rule discovery, sequential pattern mining,
Markov models, and probabilistic mixture and hidden (latent) variable models.
Finally, we discuss hybrid data mining frameworks that leverage data from a va-
riety of channels to provide more effective personalization solutions.

3.1 Introduction

The ultimate goal of any user-adaptive system is to provide users with what they need
without them asking for it explicitly [89]. Automatic personalization, therefore, is a
central technology used in such systems. In the context of the Web, personalization
implies the delivery of dynamic content, such as textual elements, links, advertisement,
product recommendations, etc., that are tailored to needs or interests of a particular user
or a segment of users.

We distinguish between “automatic personalization” and what is sometimes referred
to as “customization”. Both customization and personalization refer to the delivery of
content tailored to a particular user. What separates these two notions is who controls
the creation of user profiles as well as the presentation of interface elements to the
user. In customization, the users are in control of (often manually) specifying their
preferences or requirements, based on which the interface elements are created. Ex-
amples of customization on the Web include customized Web sites, such as MyYahoo
(www.yahoo.com), and a variety of e-commerce Web sites (such as www.dell.com)
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that allow for manual configurations of systems or services before purchase. Automatic
personalization, on the other hand, implies that the user profiles are created, and poten-
tially updated, automatically by the system with minimal explicit control by the user.
Examples of automatic personalization in commercial systems include Amazon.com’s
personalized recommendations, music or playlist recommenders such as Mystrand.com,
and a variety of news filtering agents available today.

Traditional approaches to automatic personalization have included content-based,
collaborative, and rule-based filtering systems. Each of these approaches is distin-
guished by the specific type of data collected to construct user profiles, and by the
specific type of algorithmic approach used to provide personalized content. Generally,
the process of personalization consists of a data collection phase in which the informa-
tion pertaining to user interests is obtained and a learning phase in which user profiles
are constructed from the data collected. Learning from data can be classified into mem-
ory based (also known as lazy) learning and model based (or eager) learning depending
on whether the learning is done online while the system is performing the personaliza-
tion tasks or offline using training data.

Standard user-based collaborative filtering and most content based filtering systems
that use lazy learning algorithms are examples of the memory-based approach to per-
sonalization, while item-based and other collaborative filtering approaches that learn
models prior to deployment are examples of model-based personalization systems.

Memory based systems simply memorize all the data and generalize from it at the
time of generating recommendations. They are therefore more susceptible to scalability
issues. Model-based approaches, that perform the computationally expensive learning
phase offline, generally tend to scale better than memory based systems during the
online deployment stage. On the other hand, as more data is collected, memory based
systems are generally better at adapting to changes in user interests compared to model
based techniques in which model must either be incremental or be rebuilt in order to
account for the new data. These advantages and shortcomings have led to an extensive
body of research and practice comprised of a variety of personalization or recommender
systems that generally fall into the aforementioned categories.

Our goal in this chapter is not to provide an overview of automatic personalization,
in general. Rather, we focus more specifically on Web personalization where the rec-
ommended objects come from a repository of Web objects (items or pages) browseable
through navigation of links between the objects, usually in a particular Web site. Fur-
thermore, we are particularly interested in a data mining approach to personalization
where the goal is to leverage all available information about users of the Web site to
deliver a personal experience.

Kohavi et al. [62] suggest five desiderata for success in data mining applications:

– data rich with descriptions to enable search for patterns beyond simple correlations;
– large volume of data to allow for building reliable models;
– controlled and reliable (automated) data collection;
– the ability to evaluate results; and
– ease of integration with existing processes (to build systems that can effectively take

advantage of the mined knowledge).
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Seldom are all these criteria satisfied in a typical data mining application. Personaliza-
tion on the Web, and more specifically in e-commerce, has been considered the “killer
app” for data mining, in part because many of these elements are indeed present. How-
ever, to be able to take full advantage of the flexibility provided by the data, and to
effectively use the discovered models in an automatic personalization system, the pro-
cess of personalization must be viewed as an application of data mining requiring sup-
port for all the phases of a typical data mining cycle [27], including data collection,
pre-processing, pattern discovery and evaluation, in an off-line mode, and finally the
deployment of the knowledge in real-time to mediate between the user and the Web.

The advantages and flexibilities afforded by the data mining approach to personal-
ization come precisely from the fact that personalization is viewed as a holistic process
rather than as individual algorithms or specific data types. Indeed, many of the traditional
algorithms used for personalization can also be placed within the context of this process.

In this chapter we present a comprehensive view of the data mining approaches to
personalization. We focus primarily on Web usage mining where the goal is to leverage
data collected as a result of user interactions with the Web in order to learn user models
and to use these models for personalization. We provide a detailed discussion of a host
of data mining activities necessary for this process, including the preprocessing and
integration of data from multiple sources, common pattern discovery techniques that
are applied to this data in order to derive aggregate user models, and recommendation
algorithms for combining the discovered knowledge with the current status of a user’s
activity in a Web site to provide personalized content to a user.

The remainder of this chapter is organized as follows. In Section 3.2 we provide a
brief background on traditional approaches to automatic personalization and methods
for profile generation based on different types of data. This discussion motivates our fo-
cus on the data mining approach. In Section 3.3, we discuss the essential data modeling
and representation issues relevant to the personalization tasks, and in particular, provide
a detailed discussion of the preprocessing and integration stage of the data mining cycle
in the context of Web usage mining. Section 3.4, we consider a number of classes of
data mining algorithms used particularly for Web personalization, and for each class,
we present a number of specific approaches used in the literature. In this Section, we
also discuss some of the shortcomings of the pure usage-based approaches and show
how hybrid data mining frameworks, that leverage data from a variety of sources, can
provide potential solutions to these shortcomings. Finally, in Section 3.5, we provide an
overview dimensions along which personalization models can be evaluated an discuss
some of commonly used evaluation metrics.

3.2 Automatic Personalization and Data Mining

The ability of a personalization system to tailor content and recommend items implies
that it must be able to infer what a user requires based on previous or current interac-
tions with that user, and possibly other users. The personalization task can therefore be
viewed as a prediction problem: the system must attempt to predict the user’s level of
interest in, or the utility of, specific content categories, pages, or items, and rank these
according to their predicted values. Furthermore, the task of delivering personalized



3 Data Mining for Web Personalization 93

content is often framed in terms of a recommendation task in which the system rec-
ommends items with the highest predicted interest values or utilities to an active user.
In general, a personalization system can be viewed as a mapping of users and items
to a set of “interest values”. The view of personalization function as a prediction task
comes from the fact that this mapping is not, in general, defined on the whole domain
of user-item pairs, and thus requires the system to estimate the interest values for some
elements of the domain.

Automatic personalization systems, generally, differ in the type of data and the
method used to create user profiles, and in the type of algorithmic approaches used
to make predictions. We will briefly describe each of these two dimensions below and
provide an overview of the data mining approach to personalization which will guide
our discussion in the remainder of this chapter.

3.2.1 Approaches to Personalization

From an architectural and algorithmic point of view personalization systems fall into
three basic categories: Rule-based systems, content-filtering systems, and collaborative
filtering systems. Our primary focus in this chapter is on model-based approaches to
collaborative filtering in which models are learned through a variety of data mining
techniques. However, we provide brief descriptions of each of these categories below.
Additional details on traditional (e.g., memory-based) collaborative filtering techniques
and content-based filtering algorithms can be found in Chapters 9 [117] and 10 [103] of
this book, respectively. Furthermore, a great deal of work has focused on creating hybrid
systems that combine various elements of these algorithms. A detailed characterization
of hybrid recommender systems can be found in Chapter 12 [22].

Rule-Based Personalization Systems. Rule-based filtering systems rely on manually
or automatically generated decision rules that are used to recommend items to users.
Many existing e-commerce Web sites that employ personalization or recommendation
technologies use manual rule-based systems. Such systems allow Web site adminis-
trators to specify rules, often based on demographic, psychographic, or other personal
characteristics of users. In some cases, the rules may be highly domain dependent and
reflect particular business objectives of the Web site. The rules are used to affect the
content served to a user whose profile satisfies one or more rule conditions. Like most
rule-based systems, this type of personalization relies heavily on knowledge engineer-
ing by system designers to construct a rule base in accordance to the specific character-
istics of the domain or market research. The user profiles are generally obtained through
explicit interactions with users. Some research has focused on machine learning tech-
niques for classifying users into one of several categories based on their demographic
attributes, and therefore, automatically derive decision rules that can be used for per-
sonalization [101].

The primary drawbacks of rule-based filtering techniques, in addition to the usual
knowledge engineering bottleneck problem, emanate from the methods used for the
generation of user profiles. The input is usually the subjective description of users or their
interests by the users themselves, and thus is prone to bias. Furthermore, the profiles are
often static, and thus the system performance degrades over time as the profiles age.



94 B. Mobasher

Content-Based Filtering Systems. In Content-based filtering systems, a user profile
represent the content descriptions of items in which that user has previously expressed
interest. The content descriptions of items are represented by a set of features or at-
tributes that characterize that item. The recommendation generation task in such sys-
tems usually involves the comparison of extracted features from unseen or unrated items
with content descriptions in the user profile. Items that are considered sufficiently sim-
ilar to the user profile are recommended to the user.

In most content-based filtering systems, particularly those used on the Web and in
e-commerce applications, the content descriptions are textual features extracted from
Web pages or product descriptions. As such, these systems often rely on well-known
document modeling techniques with roots in information retrieval [112] and informa-
tion filtering [11] research. Both user profiles, as well as, items themselves, as repre-
sented as weighted term vectors (e.g., based on TF.IDF term-weighting model [112]).
Predictions of user interest in a particular item can be derived based on the computation
of vector similarities (e.g., using the Cosine similarity measure) or using probabilistic
approaches such as Bayesian classification. Furthermore, in contrast with approaches
based on collaborative filtering, the profiles are individual in nature, built only from
features associated with items previously seen or rated by the active user. Chapter 5 of
this book [76] provides a more detailed discussion of various approaches used in Web
document modeling.

Examples of early personalized agents using this approach include Letizia [70],
NewsWeeder [68], Personal WebWatcher [79], InfoFinder [66], Syskill and Webert
[102], and the naı̈ve Bayes nearest neighbor approach used by Schwab et al. [120]. A
survey of the commonly used text-learning techniques in the context of content-based
filtering can be found in [80].

The primary drawback of content-based filtering systems is their tendency to over-
specialize the item selection since profiles are solely based on the user’s previous rating
of items. User studies have shown that users find online recommenders most useful
when they recommend unexpected items [124], suggesting that using content similar-
ity alone may result in missing important “pragmatic” relationships among Web objects
such as their common or complementary utility in the context of a particular task. Fur-
thermore, content-based filtering requires that items can be represented effectively using
extracted textual features which is not alway practical given the heterogeneous nature
of Web data.

A more detailed discussion of content-based filtering systems is provided in Chapter
10 [103].

Collaborative Filtering Systems. Collaborative filtering [64, 49] has tried to address
some of the shortcomings of other approaches mentioned above. Particularly, in the
context of e-commerce, recommender systems based on collaborative filtering have
achieved notable successes [118]. These techniques generally involve matching the rat-
ings of a current user for objects (e.g., movies or products) with those of similar users
(nearest neighbors) in order to produce recommendations for objects not yet rated or
seen by an active user. Traditionally, the primary technique used to accomplish this
task is the standard memory-based k-Nearest-Neighbor (kNN) classification approach
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which compares a target user’s profile with the historical profiles of other users in order
to find the top k users who have similar tastes or interests.

However, collaborative filtering techniques have their own potentially serious limi-
tations. The most important of these limitations is their lack of scalability. Essentially,
kNN requires that the neighborhood formation phase be performed as an online pro-
cess (i.e., the modeling phase is performed in real-time, in contrast to model-based
approaches in which model learning is performed off-line from training data). As the
numbers of users and items increase, this approach may lead to unacceptable latency
for providing recommendations or dynamic content during user interaction.

Another limitation of kNN-based techniques emanates from the sparce nature of the
dataset. As the number of items in the database increases, the density of each user record
with respect to these items will decrease. This, in turn, will decrease the likelihood of a
significant overlap of visited or rated items among pairs of users resulting in less reliable
computed correlations. Furthermore, collaborative filtering usually performs best when
explicit non-binary user ratings for similar objects are available. In many Web sites,
however, it may be desirable to integrate the personalization actions throughout the
site involving different types of objects, including navigational and content pages, as
well as implicit product-oriented user events such as shopping cart changes, or product
information requests.

A number of optimization strategies have been proposed and employed to remedy
these shortcomings [2, 116, 140, 143]. These strategies include similarity indexing and
dimensionality reduction to reduce real-time search costs and remedy the sparsity prob-
lems, as well as offline clustering of user records, allowing the online component of
the system to search only within a matching cluster. A model-based variant of collab-
orative filtering is known as item-based collaborative filtering [114] in which, starting
from the same user-rating profile databases, an item-item similarity matrix is built of-
fline, and used in the prediction phase to generate recommendations. Rather than basing
item similarity on content descriptions of the items, similarity between items is based
on user ratings of these items. Each item is represented by a vector, and the similarities
are computed using metrics such as cosine similarity and correlation-based similarity.
The recommendation process predicts the rating for items not previously seen or rated
by an active user using a weighted sum of the ratings, by that user, of items in the item
neighborhood of the target item. Evaluation of the item-based collaborative filtering
approach [35] has shown that item-based collaborative filtering can provide recom-
mendations that are, in general, of similar quality when compared to memory-based
collaborative approach.

Most data mining approaches to personalization can be viewed as extensions of col-
laborative filtering. In these approaches the pattern discovery algorithms take as input
the historical rating or navigational profiles of past users and generate aggregate user
models. The user models, in turn, can be used, in conjunction with the profile of an ac-
tive user, to predict future user behavior or generate recommendations. This viewpoint
will guide our presentation through the subsequent sections of this chapter.

A more detailed discussion of collaborative filtering systems is provided in Chapter
9 [117].
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3.2.2 Approaches to User Profiling

All approaches to personalization, and to a greater degree, personalization based on data
mining, require the collection of data that accurately reflect the interests of the users and
their interactions with applications and items. Personalized systems differ, not only in
the algorithms used to generate recommendations or make prediction, but also in the
manner in which user profiles are built using this underlying data.

Rule-based and content-based personalization systems generally build an individual
model of user interests and use this profile to tailor future interactions with only that
user. As noted earlier, the content-based filtering systems require content features of
items extracted from item descriptions, or relational attributes associates with items
in the backend databases. In such systems the process of building a profile for a user
requires two stages. First, the system must determine the level of user interest in a subset
of items. This task may be accomplished implicitly by passively observing the user
and using various heuristics to classify items as interesting or non-interesting [70, 79],
or it can be based on explicit user judgment assigning ratings to items or manually
identifying positive and negative examples [68, 102]. The transformation of each item
(usually a Web page or document) into a bag or words (vector) representation, with
each token being assigned a weight using methods such as TF.IDF [112] or minimum
description length [109]. The profile is then used to recommend other similar items to
the user. A major disadvantage of approaches based on an individual profiles is the lack
of serendipity as recommendations are very focused on the user’s previous interests.
Also, the system depends on the availability of content descriptions of the items being
recommended.

In the case of rule-based systems, particularly those based on demographic filtering,
each user profile may be represented by a vector of personal and demographic attributes,
sometimes called a fingerprint. In e-commerce and Web analytics applications, the vis-
itor fingerprints may also include such computed attributes as total amount spent as
well as the recency and frequency of purchase or visit. Few systems use demographic
data within the recommendation process. This is due to the fact that such data is more
difficult to collect on the Web and, when collected, tends to be of poor quality. Also,
recommendations purely based on demographic data have been shown to be less accu-
rate than those based on the item content and user behavior [101]. In Lifestyle Finder
[65], externally procured demographic data (Claritas’s PRIZM) was used to enhance
demographic attributes obtained from the user, through an iterative process where the
system only requests information pertinent to classifying the user into one of 62 demo-
graphic clusters defined within the PRIZM classification. Once classified, objects most
relevant to that demographic cluster are recommended to the user.

In collaborative filtering, the system not only uses the profile for the active user but
also maintains a database of other users’ profiles. In contrast to content-based filtering
in which item-to-item similarities form the basis for recommendation generation, col-
laborative systems rely on user-to-user similarities. Profiles are generally represented
as a vector or set of ratings providing the user’s preferences on a subset of items. An ac-
tive user’s profile is used to find other users with similar preferences, referred to as the
active user’s neighborhood. Note that as opposed to content-based filtering, the actual
content descriptions of items are not part of the profile.
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While traditional collaborative filtering only uses rating data, hybrid collaborative
approaches that utilize both content and user rating data have also been proposed [6, 28,
75]. Furthermore, both in the case of collaborative and content-based filtering, various
approaches have been explored to integrate ontological domain knowledge with user
profiles [77, 45, 122, 145, 139]. In the presence of a domain ontology, the user profiles
may actually reflect the structure of the domain, and thus may require a more complex
representation than the flat representations used in standard approaches.

Regardless of the algorithmic approach to personalization, the data for user pro-
filing can be collected implicitly or explicitly. Explicit collection usually requires the
user’s active participation. In systems that rely on demographic or personal informa-
tion user interaction may take the form of participating in online surveys at the time of
registration or providing personal and financial information during a purchase (which
can then be combined with offline demographic data available through a variety of data
aggregation services). Similarly, as noted above, content-based filtering systems can
also use either implicit or explicit user feedback to determine the level of user inter-
est in items. Traditional collaborative filtering systems used in e-commerce generally
use explicit user feedback in the form of ratings on individual items. However, many
collaborative systems, particularly Web personalization systems that use clickstream or
other types of behavioral data, attempt to measure user interest in individual or groups
of items based on heuristic indicators (such as time spent viewing the item, whether
the item is purchased, etc.). Many e-commerce systems, such as Amazon.com, monitor
each customer’s purchase and activity history and use information as part of the user
profiles.

The advantage of using implicit feedback for user profiling is that it removes the
burden associated with providing personal information from the user. The system col-
lects relevant data, based on users’ observed behavior, and infers user-specific infor-
mation. Implicit profiling implies that the system must be able to track and monitor
user behavior in order to identify browsing or buying patterns. Implicit data could be
collected on the client or on the server side. Approaches to personalization can be clas-
sified based on whether these approaches have been developed to run on the client side
or on the server-side. The key distinction between these personalization approaches is
the breadth of data that are available to the personalization system. On the client side,
data is only available about the individual user and hence the only approach possible
on the client side is individual. On the server side, the business has the ability to collect
data on all its visitors and hence both individual and collaborative approaches can be
applied. On the other hand, server side approaches generally only have access to inter-
actions of users with content on their Web site while client side approaches can access
data on the individual’s interaction with multiple Web sites.

Most client side applications are content-based systems aimed at personalized
search across the Web or multiple repositories [99, 122, 26, 138]. The lack of com-
mon domain ontologies across Web sites, the unstructured nature of the Web, and the
sparseness of available behavioral data currently reduce the possibilities for personal-
ization of navigational as opposed to search based interactions with the Web as whole.

Collaborative personalization systems based on Web usage mining, which are the
primary focus of the remainder of this Chapter, rely on clickstream and navigational
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data automatically collected by Web and application servers and stored in server log
file. Another source of customer data are transaction databases, pre-sale and after-sale
support data, or demographic information. Such data could be dynamically collected
by a Web site or purchased from third parties. In many cases data is stored in different
formats in multiple, disparate databases.

We focus primarily on profiles built from implicit user feedback, collected automat-
ically by monitoring users’ activity histories, generally on the server-side. Our discus-
sion is mainly centered around the application of data mining methodology and machine
learning techniques that attempt to learn group profiles and generate user models that
can be used to tailor a Web site’s interactions with future users.

For a detailed discussion of various approaches to Web user profiling see Chapter 2
of this book [40].

3.2.3 Data Mining Approach to Personalization

The foregoing background motivates our focus on data mining (and more specifically,
Web usage mining) as an approach to personalization. What makes the data mining
approach to Web personalization different from the other approaches discussed above,
is that Web usage mining is not a specific algorithm, but rather it follows the typical
data mining cycle. As such, it provides a great deal of flexibility for leveraging different
data channels in a comprehensive manner, and allows for the personalization tasks to
be better integrated with other existing applications. Furthermore, because of the fo-
cus of data mining on efficient model-based pattern discovery algorithms, personalized
systems based on data mining tend to be more scalable than those based on traditional
approaches such as standard collaborative filtering.

Web usage mining [31, 130, 81] can be defined as the automatic discovery and
analysis of patterns in clickstream and associated data collected or generated as a result
of user interactions with Web resources on one or more Web sites. The goal of Web
usage mining is to capture, model, and analyze the behavioral patterns and profiles of
users interacting with a Web site. The discovered patterns are usually represented as
collections of pages, objects, or resources that are frequently accessed by groups of
users with common needs or interests.

Traditionally, the goal of Web usage mining has been to support the decision mak-
ing processes by Web site operators in gaining better understanding of their visitors,
create a more efficient or useful organization for the Web sites, and to do more effective
marketing. However, these models can also be used by adaptive systems automatically
in order to achieve various personalization functions.

The overall process of Web personalization based on Web usage mining consists of
three phases: data preparation and transformation, pattern discovery, and recommenda-
tion. Of these, only the latter phase is performed in real-time.

The data preparation phase transforms raw Web log files into user profile or Web
transaction data that can be processed by data mining tasks. This phase also includes
data integration from multiple sources, such as backend databases, application servers,
and site content. A variety of data mining techniques can be applied to this data in the
pattern discovery phase, such as clustering, association rule mining, sequential pattern
discovery, and probabilistic modeling. The results of the mining phase are transformed
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into aggregate user models, suitable for use in the recommendation phase. The recom-
mendation engine considers the active user’s profile in conjunction with the discovered
patterns to provide personalized content.

In the following sections, we provide a detailed overview of the techniques and
algorithms used in each of these phases.

3.3 Data Collection, Preprocessing, and Modeling

Viewing personalization as a data mining application, the aim is to create a set of user-
centric data models (user profiles), representing the interests and activities of all users,
that can be used as input to a variety machine learning algorithms for pattern discov-
ery. The output from these algorithms, i.e., the patterns discovered, can then be used
for predicting future interests of users. The exact representations of these user models
differ based on the approach taken to achieve personalization and the granularity of the
information available. The pattern discovery tasks would therefore differ in complex-
ity based on the expressiveness of the user profile representation chosen and the data
available.

3.3.1 Data Modeling and Representation

For the purposes of our discussion, we assume the existence of a set of m users, U =
{u1, u2, · · · , um} and a set of n items, I = {i1, i2, · · · , in}. We represent the profile
for a user u ∈ U as an n-dimensional vector of ordered pairs,

u(n) = 〈(i1, su(i1)), (i2, su(i2)), · · · , (in, su(in))〉, (3.1)

where ij’s ∈ I and su is a function for user u assigning (possibly null) interest scores
to items.

In a typical data mining approach, such profiles are collected over time and stored
for all users interacting with the system. Conceptually, the database of all user profiles
can be represented as the m × n matrix, UP = [suk

(ij)]m×n, where suk
(ij) is the

degree of interest in item ij by a user uk.
Formally, a personalization system can be viewed as a mapping PS : P(UP )×U×

I → R ∪ {null}, assigning interest values to pairs of users and items, according to a
set of user profiles. Because the mapping PS is not, in general, defined on the whole
domain of user-item pairs, the system must estimate or predict the interest scores of a
given user for elements of the domain. Depending on the prediction algorithm used, the
system may not be able to an interest score for a particular user-item pair, in which case
the PS mapping produces a null value. In other words, the task of a personalization
system can be viewed as one of predicting, for a given target user uk ∈ U and a target
item ij ∈ I , and the databases of user profiles UP , PS(UP, uk, ij) = suk

(ij).
Indeed, most of the approaches to personalization and user profiling, discussed in

Sections 3.2.1 and 3.2.2 can be placed within this general framework. In content-based
and some rule-based approaches, the user profile databases UP contains only a single
profile, that of the target user, uk, and the prediction of interest score, suk

(ij) for the
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target item ij is based on its similarity to the user profile or based on the demographic
or other personal attributes of the user. On the other hand, in the standard collaborative
filtering context, the interest scores usually represent rating values from an ordered but
discrete scale, and UP contains the past ratings of all users of the system. It that case,
the prediction or estimation of the interest score for the target user is based, usually, on
the similarity of that user’s profile to other profiles in UP .

In the data mining approach to personalization, a variety of machine learning tech-
niques are applied to UP in order to discover aggregate user models based on which a
prediction is made for the target user. More specifically, in the context of personaliza-
tion based on Web usage mining, our main focus in the remainder of this chapter, UP
generally contains user transaction records representing their online activity (including
clickthroughs or purchase transactions) in one or more sessions. The items are data ab-
stractions representing pages, content categories, or products available on the Web site,
and the interest scores are usually derived based on implicit observation of user activity
on the Web site, such as time spent on a page, the purchase or selection of a product, etc.

Based on the above discussion, there are two important questions that must be an-
swered before any type of pattern discovery or prediction can be performed: (a) what
elements constitute the items in I , and (b) how is the function suk

defined for each user
uk? The answers to these questions, of course, depend on the type of approaches used
for personalization and user profiling, the underlying application domain, and the types
and sources of data available. In the knowledge discovery framework, the generation
of the user-centric data representation is achieved through the application of several
(often domain-specific) data collection, manipulation, and transformation operations.
Collectively, we call the application of these operations the data preprocessing stage.

The goal of the preprocessing stage is to transform the raw data into a set of data
abstractions that can be used in the above general framework. This includes the ex-
traction and transformation of features or attributes that can be used to represent each
item, as well as the extraction and transformation of explicit or implicit user attributes
that are used to determine users’ interest in various items (i.e., the functions suk

(·)). As
noted earlier, the extraction and transformation tasks vary depending on the application
domain and context of personalization. Because our primary focus is on Web personal-
ization, i.e., personalization of the Web users’ navigational experience, in the following
discussion we focus primarily on data preprocessing tasks for Web usage mining.

3.3.2 Data Sources for Web Usage Mining

The primary data sources used in Web usage mining are the server log files, which in-
clude Web server access logs and application server logs. Additional data sources that
are also essential for both data preparation and pattern discovery include the site files
and meta-data (including content features and structural elements of pages), operational
databases, application templates, and domain knowledge [32, 130, 82]. In some cases
and for some users, additional data may be available due to client-side or proxy-level
(Internet Service Provider) data collection, as well as from external clickstream or de-
mographic data sources (e.g., ComScore, NetRatings, MediaMetrix, and Acxiom).

The most important of these sources for Web usage mining is the clickstream data
recorded automatically by the Web and application servers in log files. This data rep-
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resents the fine-grained navigational behavior of visitors. Each hit against the server,
corresponding to an HTTP request, generates a single entry in the server access logs.
Each log entry (depending on the log format) may contain fields identifying the time
and date of the request, the IP address of the client, the resource requested, possible pa-
rameters used in invoking a Web application, status of the request, HTTP method used,
the user agent (browser and operating system type and version), the referring Web re-
source, and, if available, client-side cookies which uniquely identify a repeat visitor.

Depending on the goals of the analysis, this data needs to be transformed and ag-
gregated at different levels of abstraction. In Web usage mining, the most basic level
of data abstraction is that of a pageview. A pageview is an aggregate representation of
a collection of Web objects contributing to the display on a user’s browser resulting
from a single user action (such as a click-through). Conceptually, each pageview can be
viewed as a collection of Web objects or resources representing a specific “user event”,
e.g., reading an article, viewing a product page, or adding a product to the shopping
cart. At the user level, the most basic level of behavioral abstraction is that of a ses-
sion. A session is a sequence of pageviews by a single user during a single visit. The
notion of a session can be further abstracted by selecting a subset of pageviews in the
session that are significant or relevant for the analysis tasks at hand. A session can be
used directly as the user profile (as described in the formal representation given in 3.1).
However, if the goal of analysis is to capture the behavior of users over time (i.e., over
multiple sessions), all sessions belonging to a user can be combined and aggregated to
create the profile for that user.

The content data in a site is the collection of objects and relationships that are con-
veyed to the user. For the most part, this data is comprised of combinations of tex-
tual material and images. The data sources used to deliver or generate this data include
static HTML/XML pages, multimedia files, dynamically generated page segments from
scripts, and collections of records from the operational databases. The site content data
also includes semantic or structural meta-data embedded within the site or individual
pages, such as descriptive keywords, document attributes, semantic tags, or HTTP vari-
ables. The underlying domain ontology for the site is also considered part of the content
data. Domain ontologies may include conceptual hierarchies over page contents, such
as product categories, explicit representations of semantic content and relationships via
an ontology language such as RDF, or a database schema over the data contained in the
operational databases.

The structure data represents the designer’s view of the content organization within
the site. This organization is captured via the inter-page linkage structure among pages,
as reflected through hyperlinks. The structure data also includes the intra-page structure
of the content within a page. For example, both HTML and XML documents can be
represented as tree structures over the space of tags in the page. The hyperlink structure
for a site is normally captured by an automatically generated “site map”, usually repre-
sented as a directed graph. A site mapping tool must have the capability to capture and
represent the inter- and intra-pageview relationships. For dynamically generated pages,
the site mapping tools must either incorporate intrinsic knowledge of the underlying
applications and scripts, or must have the ability to generate content segments using a
sampling of parameters passed to such applications or scripts.
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Fig. 3.1. Summary of the primary tasks and elements in usage data preprocessing.

Finally, the operational databases for the site may include additional information
about user and items. Such data may include demographic information about registered
users, user ratings on various objects such as products or movies, past purchase or visit
histories of users, as well as other explicit or implicit representations of a user’s in-
terests. Product databases or content management systems may also include additional
content descriptors and relational attributes that can be used as part of the representa-
tion of content information for items. Some of this data can be captured anonymously
as long as there is the ability to distinguish among different users.

3.3.3 Data Preprocessing for Web Usage Mining

The goal of the preprocessing stage in Web usage mining is to transform the raw click-
stream data into a set of user profiles (as described in the formal representation given
in equation 3.1). From a navigational point of view each such profile captures a delim-
ited sequence or a set of pageviews representing a user session. This sessionized data
can be used as the input for a variety of data mining algorithms or further transformed
and abstracted. Web usage data preprocessing presents a number of unique challenges
which have led to a variety of algorithms and heuristic techniques for preprocessing
tasks such as data fusion and cleaning, user and session identification, pageview iden-
tification [32]. The successful application of data mining techniques to Web usage data
is highly dependent on the correct application of the preprocessing tasks.

Figure 3.1 provides a summary of the primary tasks and elements in usage data
preprocessing. We provide a brief discussion of each of these elements below.

Data fusion refers to the merging of log files from several Web and application
servers. This may require global synchronization across these servers. In the absence of
shared embedded session ids, heuristic methods based on the “referrer” field in server
log entries along with various sessionization and user identification methods (see below)
can be used to perform the merging. This step is essential in “inter-site” Web usage
mining where the analysis of user behavior is performed over the log files for multiple
related Web sites [137].

Data cleaning involves tasks such as, removing extraneous references to embedded
objects, style files, graphics, or sound files, and removing references due to spider nav-
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igations. The latter task can be performed by maintaining a list of known spiders, using
heuristics, or using classification algorithms to build models of spider and Web robot
navigations [135]. Also, not all client page requests are recorded in server access logs.
Client-side or proxy-side caching can often result in missing references to those pages
or objects that have been cached. Most of these missing references can be heuristically
inferred through a process called path completion which relies on the knowledge of
site structure and referrer information from server logs [32]. In the case of dynamically
generated pages, form-based applications using the HTTP POST method result in all or
part of the user input parameter not being appended to the URL accessed by the user,
and thus not appear in server log entries (though, in the latter case, it is possible to
re-capture the user input through packet sniffers on the server side).

Pageview identification is the process of aggregating a collection of objects or pages
that should be considered an atomic unit for the purpose of analysis. This process is
heavily dependent on the linkage structure of the site, as well as on the site contents.
The level of abstraction captured in a pageview is also determined, in part, by the the
underlying site domain knowledge and by the type of analysis required. In the simplest
case, each HTML file has a one-to-one correlation with a pageview. In multi-framed
sites, several files may make up a given pageview. In addition, it may be desirable to
consider pageviews at a higher level of aggregation, where each pageview represents
a collection of pages or objects, for examples pages related to the same concept cate-
gory. In order to provide a flexible framework for a variety of data mining activities a
number of attributes must be recorded with each pageview. These attributes include the
pageview id (normally a URL uniquely representing the pageview), static pageview type
(e.g., information page, product view, category view, or index page), and other meta-
data, such as content attributes (e.g., keywords or product attributes). In the context of
our discussion, the pageviews represent the abstract items ij ∈ I (in equation 3.1) that
are objects of personalization.

In Web usage mining it is necessary to distinguish between the activities of dif-
ferent users. In the absence of an authentication mechanism, a common approach to
distinguishing among unique visitors is the use of client-side cookies. Not all sites,
however, employ cookies, and due to privacy concerns, client-side cookies are some-
times disabled by users. IP addresses, alone, are not generally sufficient for mapping
log entries onto the set of unique visitors. This is mainly due the proliferation of ISP
proxy servers which assign rotating IP addresses to clients as they browse the Web. In
such cases, it is possible to more accurately identify unique users through combinations
of IP addresses and other information such as the user agents and referrers [32].

Assuming that unique user records can be identified, we refer to the sequence of
logged activities belonging to the same user as the user activity log. Sessionization is the
process of segmenting the user activity log of each user into sessions, each representing
a single visit to the site. Web sites without the benefit of additional authentication infor-
mation from users and without mechanisms such as embedded session ids must rely on
heuristics methods for sessionization. The goal of a sessionization heuristic is the re-
construction, from the clickstream data, of the actual sequence of actions performed by
one user during one visit to the site. Generally, sessionization heuristics fall into two ba-
sic categories: time-oriented or structure oriented. Time-oriented heuristics apply either
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global or local time-out estimates to distinguish between consecutive sessions, while
structure-oriented heuristics use either the static site structure or the implicit linkage
structure captured in the referrer fields of the server logs. Various heuristics for session-
ization have been identified and studied [32]. A formal framework for measuring the
effectiveness of such heuristics has been proposed [129], and the impact of different
heuristics on various Web usage mining tasks has been analyzed in [12].

An Episode is a subset or subsequence of a session comprised of semantically or
functionally related pageviews. Episode identification can be performed as a final step
in preprocessing of the clickstream data in order to focus on the relevant subsets of
pageviews in each user session. This task may require the automatic or semi-automatic
classification of pageviews into different functional types or into concept classes ac-
cording to a domain ontology or concept hierarchy. In highly dynamic sites, it may also
be necessary to map pageviews within each session into “service-based” classes ac-
cording to a concept hierarchy over the space of possible parameters passed to script or
database queries [13]. For example, the episode may ignore the quantity and attributes
of an item added to the shopping cart, and focus only on the action of adding the item
to the cart.

The above preprocessing tasks ultimately result in a set of n pageviews, P =
{p1, p2, · · · , pn}, and a set of v user transactions, T = {t1, t2, · · · , tv}, where each
ti ∈ T is an l-length sequence of ordered pairs:

t =
〈
(pt

1, w(pt
1)), (p

t
2, w(pt

2)), · · · , (pt
l , w(pt

l))
〉
,

where each pt
i = pj for some j ∈ {1, · · · , n}, and w(pt

i) is the weight associated with
pageview pt

i in the transaction t.
Each items ij ∈ I in the general framework of Section 3.3.1 (see Equation 3.1)

can each represent a pageview. Note that a pageview in this context is not just a Web
page, but as noted above, an abstraction which may represent a conceptual or functional
entity in the application domain (e.g., a Web page, a product view or purchase, a task,
or a content category). The notion of user transaction introduced above is meant to
capture the activity of a user vis-a-vis these pageviews within the site during a partic-
ular session (thus, sometimes we refer to these transactions as sessions). The weights
can be determined in a number of ways, in part based on the type of analysis or the
intended personalization tasks. For example, in a standard collaborative filtering ap-
plication, weights may be determined based on user ratings of items. In most Web
usage mining tasks, the focus is generally on anonymous user navigational activity in
which case the weights are either binary, representing the existence or non-existence of
a pageview in the transaction; or a function of the duration of the pageview in the user’s
session.

Finally, one or more transactions or sessions associated with a given user uk can
be aggregated to form the final profile for that user resulting in user profile representa-
tion of Section 3.3.1, in which each item ij is a pageview and the value of the interest
function, suk

(ij), is determined as a function of the weight of the associated pageview,
w(pt

j). If the profile is constructed from a single session, then it represents the short-
term interests of that user during a single visit, while the aggregation of multiple ses-
sions results in profiles that capture the user’s long-term interests. The collection of
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these profiles will comprise the m × n matrix UP that can be used to perform various
data mining tasks. For example, similarity computations can be performed among the
profile vectors for clustering and kNN neighborhood formation tasks, or an associa-
tion rule discovery algorithm can be applied (with pageviews as items) to find frequent
itemsets of pageviews.

After the basic clickstream preprocessing steps, data from a variety of other sources
must be integrated. The integration of content, structure and user data in various phases
of the Web usage mining process may be essential in providing the ability to further
analyze and reason about the discovered patterns. For example, the integration of se-
mantic knowledge from the site content or semantic attributes of products can be used
by personalization systems to provide more useful recommendations [33, 41, 59]. In
e-commerce applications, the integration of both customer and product data (e.g., de-
mographics, ratings, purchase histories) from operational databases with usage data can
allow for the discovery of important business intelligence metrics such as customer con-
version ratios and lifetime values [20, 61]. The use of structure data is necessary during
preprocessing (for example in pageview identification, sessionization, and path com-
pletion). But, it can also be used to improve the results of model-based personalization
techniques [90, 69].

One direct source of semantic knowledge that can be integrated into the mining pro-
cess is the collection of content features associated with items or pageviews on a Web
site. These features include keywords, phrases, category names, or specific attributes
associated with items or products, such as price, brand, etc. Content preprocessing in-
volves the extraction of relevant features from text and meta-data.

Extending the general framework of Section 3.3.1, each item ij can be represented
as a k- dimensional feature (or attribute) vector, where k is the total number of extracted
features. Each dimension in a feature vector represents the corresponding feature weight
associated with the item. Thus, the feature vector for an item ij is given by:

ij = 〈fwj(f1), fwj(f2), · · · , fwj(fk)〉 ,

where fwj(fd), is the weight of the dth feature in ij ∈ I , for 1 ≤ d ≤ k. For features
extracted from textual content of pages, the feature weight is usually the normalized
tf.idf value for the term. In order to combine feature weights from meta-data (specified
externally) and feature weights from the text content, proper normalization of those
weights must be performed as part of preprocessing.

Further preprocessing on content features can be performed by applying text mining
techniques. For example, classification of content features based on a concept hierarchy
can be used to limit the discovered usage patterns to those containing pageviews about
a certain subject or class of products. Performing clustering or association rule mining
on the feature space can lead to composite features representing concept categories.
In many Web sites it may be possible and beneficial to classify pageviews into func-
tional categories representing identifiable “tasks” (such as completing an online loan
application) [56]. The mapping of pageviews onto a set of concepts or tasks allows for
the analysis of user sessions at different levels of abstraction according to a concept
hierarchy or according to the types of activity performed by users [94, 37].
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3.4 Pattern Discovery for Predictive Web User Modeling

As noted earlier, model-based collaborative techniques, including those used in the pat-
tern discovery phase of Web usage mining, use a two stage process for recommendation
generation. The first stage is carried out offline, where user behavioral data collected
during previous interactions is mined and an explicit model generated for use in future
online interactions. The second stage, is carried out in real-time as a new visitor begins
an interaction with the Web site. Data from the current user session is scored using
the models generated offline, and recommendations generated based on this scoring.
The application of these models are generally computationally inexpensive compared
to memory-based approaches such as traditional collaborative filtering, aiding scalabil-
ity of the real-time component of the recommender system.

Model generation can be applied to explicitly and implicitly obtained user behav-
ioral data. While the most commonly used implicit data is Web usage data, data pertain-
ing to the structure and content are also often used. A number of data mining algorithms
have been used for offline model building including Clustering, Classification, Associa-
tion Rule Discovery, Sequential pattern Discovery, Markov models, and hidden (latent)
variable models. In this section we briefly describe these approaches.

3.4.1 Personalization Approaches Based on Clustering

Clustering aims to divide a data set into groups or clusters where inter-cluster similari-
ties are minimized while the similarities within each cluster are maximized. Generally
speaking, clustering methods can be divided into three categories [47]:

– Partitioning methods, that create k partitions of a given data set, where each parti-
tion represents a cluster. The most widely used partitioning method is the k-means
algorithm.

– Hierarchical methods either using a top-down approach (divisive) or a bottom-up
approach (agglomerative) to create a hierarchy of clusters. Divisive methods start
from the whole data set of items as a single cluster and recursively partition this data,
while agglomerative methods start from individual items as clusters and iteratively
combine smaller clusters.

– Model-based methods, that discover the best fit between data points given a mathe-
matical model, usually specified as a probability distribution.

Various clustering algorithms have been used in standard collaborative filtering appli-
cations where interest scores for items are generally explicit ratings. Most of these ap-
proaches, however, generalize easily to the context of Web usage mining where the
items are pageviews and interest scores are normally based on the characteristics of
user behavior (such as pageview duration). In this context, clustering is usually used
in one of two ways: to cluster users or to cluster items. In user-based clustering, users
are grouped together based on the similarity of their user profiles in matrix UP (see
Section 3.2.2). In item based clustering, items are clustered based on the similarity of
the interest scores for these items across all users, or based on similarity of their content
features or attributes. Some of the past methods used in this context include partitioning
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algorithms such as, K-means for item and user-based clustering [140], ROCK [95] for
item-based clustering, agglomerative hierarchical clustering [95] for item-based clus-
tering, divisive hierarchical clustering for user-based and item-based clustering [63],
mixture resolving algorithms such as EM [34] to cluster users based on their item rat-
ings [19] and Gibbs Sampling [19].

As noted earlier, the primary motivation behind the use of clustering (and more
generally, model-based algorithms) in collaborative filtering and Web usage mining
is to improve the efficiency and scalability of the real-time personalization tasks. For
example, both user-based clustering and item-based clustering have been used as an in-
tegrated part of a Web personalization framework based on Web usage mining [88, 82].
Motivated by reducing the sparseness of the rating matrix, O’Connor and Herlocker
proposed the use of item clustering as a means for reducing the dimensionality of the
rating matrix [95]. Column vectors from the ratings matrix were clustered based on
their similarity, measured using Pearson’s correlation coefficient, in user ratings. The
clustering resulted in the partitioning of the universe of items and each partition was
treated as a separate, smaller ratings matrix. Predictions were then made by using tradi-
tional collaborative filtering algorithms independently on each of the ratings matrices.
While some statistical methods such as sampling, as well as clustering, can mitigate
the online computational complexity of collaborative filtering, these methods often re-
sult in reduced recommendation quality [72]. However, in the context of Web usage
mining it has been shown that proper preprocessing of the usage data can help the clus-
tering approach achieve prediction accuracy in par with standard k-nearest-neighbor
approach [84].

A typical user-based clustering starts with the matrix UP of user profiles and parti-
tions this multi-dimensional space into k groups of profiles (or Web transactions) that
are close to each other based on a measure of distance or similarity among the vec-
tors (such as the Pearson’s correlation coefficient). Clusters obtained in this way can
represent user or visitor segments based on their common navigational behavior or in-
terest shown in various items. The discovered user segments are then employed in the
user-based neighborhood formation task, rather than individual profiles [88].

In order to determine similarity between a target user and a user segment, the cen-
troid vector corresponding to each cluster is computed and used as the aggregate repre-
sentation of the user segment. For each cluster Ck, the centroid vector vk is computed
as: vk = 1

|Ck|
∑

un, where un is the vector in UP for a user profile un ∈ Ck.
To make a recommendation for a target user u and target item i, a neighborhood of

user segments that have a ratings or interest scores for i and whose aggregate profile vk

is most similar to u are selected. This neighborhood represents the set of user segments
of which the target user is most likely to be a member. Given that the aggregate profile
of a user segment contains the average interest scores for each item within the segment,
a prediction can be made for item i in the same manner as in standard collaborative
filtering using k-nearest-neighbor [49]. For example, the predicted score for a target
item i and target user u can be computed as:
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pu,i = s̄u +

∑

v∈V

sim(u, v)(sv(i) − s̄v)

∑

v∈V

|sim(u, v)|
(3.2)

where V is the set of k most similar segments; sv(i) is the weight (average interest
score) of i in the neighbor segment v; s̄u and s̄v are the average interest scores over all
items for user u and segment v, respectively; and sim(u, v) is the similarity between u
and segment v.

As noted above, many other approaches based on user-based or item-based cluster-
ing have been used in the context of personalization based on Web usage mining. For
example, an algorithm called PageGather has been used to discover significant groups
of pages based on user access patterns [105, 106]. This algorithm uses, as its basis,
clustering of pages using the graph-based Clique (complete link) clustering technique.
The resulting clusters are used to automatically synthesize alternative static index pages
for a site, each reflecting possible interests of one user segment. In PageGather an edge
is added between two nodes (pages) if the corresponding pages co-occur in more than
a certain number of sessions. Clusters are then generated by finding connected compo-
nents or cliques within this graph. A new index page for the Web site is created from
each cluster with hyperlinks to all the pages in that cluster. One advantage of this ap-
proach is that it creates overlapping clusters. However, the problem of finding (maximal
cliques) in a graph is generally not computationally feasible for large graphs (i.e., for
sites with many pages).

Because in Web usage mining it is often desirable to group users into multiple cat-
egories, a number of approaches based on fuzzy clustering have been explored. For
example, a fuzzy clustering approach is proposed in [57] for clustering user sessions.
The Web site hyperlink structure is used as a bias in computing the similarity between
sessions by taking into account the relative position of pages within sessions in the site
tree. The clustering algorithm used are variants of the Fuzzy C-means (FCM) clustering
method [14] which allows one piece of data to belong to two or more clusters. Similarly,
Nasraoui et al. [91] proposed an unsupervised relational clustering algorithm based on
the competitive agglomeration algorithm to discover aggregate user models. This ap-
proach was later extended with fuzzy clustering algorithms such as Relational Fuzzy
C-Maximal Density Estimator (RFC-MDE) and Fuzzy C Medoids algorithm (FCMdd),
both of which are again based on FCM [92].

Most distance-based approaches, such as those described above, do not consider
the sequential ordering inherent in Web transactions. Clustering can also be applied to
Web transactions viewed as sequences rather than as vectors. For distance-based clus-
tering algorithms to handle this type of data, a measure of distance (or similarity) which
takes ordering among items into account is necessary. Some clustering approaches have
integrated sequential representation of user session data and defined pairwise distance
functions between user sessions [7, 132]. For example in [7] a graph-based algorithm
was introduced to cluster Web transactions based on a function of longest common sub-
sequences. The novel similarity metric used for clustering takes into account both the
time spent on pages as well as a significance weight assigned to pages.

Model-based clustering algorithms also have the advantage of not requiring an ex-
plicit distance measure. Therefore, despite their potential high computational cost, they
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are often applicable in a more general context. For example, Cadez et al. [23] used
the Expectation-Maximization (EM) algorithm [34] on a mixture of Markov models for
clustering user sessions. Each Markov model in this framework captures the behavior of
a particular subgroup of users according to their navigational activities. The algorithm
was used as the basis of a tool called WebCANVAS, designed to visualize user naviga-
tion paths in each cluster. The EM algorithm was also used by Anderson et al. [5] for
discovering predictive Web usage models. The user navigation sessions were assumed
to belong to one or more clusters, and the EM algorithm was used to compute the model
parameters for each cluster. The probability of visiting a certain page is estimated by
calculating its conditional probability for each cluster. The standard Markovian assump-
tion is made that occurrences of pages in a particular session are independent given the
cluster, resulting in a Naive Bayesiam mixture model.

Another approach that has been used effectively in item-based clustering of Web
usage data is Association Rule Hypergraph partitioning (ARHP) [46]. In this approach,
first association rule mining (see Section 3.4.2) is used to discover a set E of frequent
itemsets among the items (pageviews) in the set of all items I . These itemsets are used
as hyperedges to form a hypergraph H = 〈V,E〉, where V ⊆ I . A hypergraph is an ex-
tension of a graph in the sense that each hyperedge can connect more than two vertices.
The weights associated with each hyperedge can be computed based on a variety of cri-
teria such as the average confidence of the association rules involving the items in the
frequent itemset. The hypergraph H is recursively partitioned until a stopping criterion
for each partition is reached resulting in a set of clusters. A connectivity measure for a
vertex (a pageview appearing in the frequent itemset) with respect to a cluster is defined
based on the weights of hyperedges connecting it to other vertices in the cluster. The
vertices with connectivity measure greater than a given threshold value are considered
to belong to the partition, and the remaining vertices are dropped from the partition.
This approach has also been used in the context of Web personalization [88].

3.4.2 Personalization Using Association Discovery

Association rule discovery techniques, such as the Apriori algorithm [3], were initially
developed as techniques for mining supermarket basket data but have since been used in
various domains including Web mining [10]. Association rule discovery on usage data
results in finding groups of items or pages that are commonly accessed or purchased to-
gether. This, in turn, enables Web sites to organize the site content more efficiently, or to
provide effective cross-sale product recommendations. For example, a high-confidence
rule such as

{special-offers/, /products/software/} ⇒ {shopping-cart/}
might provide some indication that a promotional campaign on software products is
positively affecting online sales. Such rules can also be used to optimize the structure
of the site. For example, if a site does not provide direct linkage between two pages
A and B, the discovery of a rule {A} ⇒ {B} would indicate that providing a direct
hyperlink might aid users in finding the intended information.

The discovery of association rules from transaction data consists of two main parts:
the discovery of frequent itemsets (i.e., itemsets which satisfy a minimum support
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threshold) and the discovery of association rules from these frequent itemsets which
satisfy a minimum confidence threshold.

Given a set of transactions T and a set I = {I1, I2, . . . , Ik} of itemsets over T . The
support of an itemset Ii ∈ I is defined as

σ(Ii) =
|{t ∈ T : Ii ⊆ t}|

|T |
An association rule, r, is an expression of the form X ⇒ Y (σr, αr), where X and
Y are itemsets, σr = σ(X ∪ Y ) is the support of X ∪ Y representing the probability
that X and Y occur together in a transaction. The confidence for the rule r, αr, is
given by σ(X ∪ Y )/σ(X) and represents the conditional probability that Y occurs in a
transaction given that X has occurred in that transaction. Additional metrics have been
proposed in literature that aim to quantify the interestingness of a rule [97, 123, 136],
however support and confidence as these are the most commonly used metrics when
using association and sequence based approaches to personalization.

Although not as widely used as clustering for Web personalization, the results of
association rule mining on the user profile and items space can result in models that, in
conjunction with the activity or profile of a target user, can be used for recommendation
generation [39, 71, 83, 115]. For example, in the collaborative filtering context, Sarwar,
et al. [115], used association rules in the context of a top-N recommender systems for
e-commerce. The preferences of the target user are matched against the items in the
antecedent X of each rule, and the items on the right hand side of the matching rules
are sorted according to the confidence values. Then the top N ranked items from this
list are recommended to the target user.

One problem for association rule recommendation systems is that a system cannot
give any recommendations when the dataset is sparse (which is often the case in Web
usage mining and collaborative filtering applications), and hence larger itemsets often
do not meet the minimum support constraint. Sarwar, et al. [115] rely on some standard
dimensionality reduction techniques to alleviate this problem. Fu et al. [39] propose
two potential solutions to this problem. The first solution is to rank all discovered rules
calculated by the degree of intersection between the left-hand-side of rule and a user’s
active session and then to generate the top k recommendations. The second solution is
to utilize collaborative filtering: the system finds “close neighbors” who have similar
interest to a target user and makes recommendations based on the close neighbor’s
history.

In [71] a collaborative recommendation system was presented using association
rules. The proposed mining algorithm finds an appropriate number of rules for each
target user by automatically selecting the minimum support. The recommendation en-
gine generates association rules for each user, among both users and items. If a user
minimum support is greater than a threshold, the system generates recommendations
based on user association, else it uses item associations.

Because it is difficult to find matching rule antecedents with a full user profile (e.g.,
a full session in Web usage mining context), association-based recommendation algo-
rithms typically use a sliding window w over the target user’s active profile or session.
The size of this window is iteratively decreased until an exact match with the antecedent
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of a rule is found. A problem with the naive approach to this algorithm is that it requires
repeated search through the rule-base. However, efficient trie-based data structures can
be used to store the discovered itemsets and allow for efficient generation of recommen-
dations without the need to generate all association rules from frequent itemsets. Such
data structures are commonly used for string or sequence searching applications. In the
context of association rule mining, the frequent itemsets are stored in a directed acyclic
graph. The Frequent Itemset Graph is an extension of the lexicographic tree used in the
“tree projection algorithm” [1]. The graph is organized into levels from 0 to k, where
k is the maximum size among all frequent itemsets. Each node at depth d in the graph
corresponds to an itemset, I , of size d and is linked to itemsets of size d+1 that contain
I at level d + 1. The single root node at level 0 corresponds to the empty itemset. To be
able to match different orderings of an active session with frequent itemsets, all itemsets
are sorted in lexicographic order before being inserted into the graph. The user’s active
session is also sorted in the same manner before matching with patterns.

Using this general framework, the recommendation engine matches the current user
session window with the previously discovered frequent itemsets to find candidate items
(pages) for recommendation. Given an active session window w and a group of frequent
itemsets, the algorithm considers all the frequent itemsets of size |w| + 1 containing
the current session window by performing a depth-first search of the Frequent Itemset
Graph is performed to level |w|. The recommendation value of each candidate is based
on the confidence of the corresponding association rule whose consequent is the sin-
gleton containing the page to be recommended. If a match is found, then the children
of the matching node n containing w are used to generate candidate recommendations.
The details of this general recommendation algorithm [83] are given in Figure 3.2.

Association rules have also been used in conjunction with other data mining algo-
rithms, such as clustering, in personalization based on Web usage mining (as well as
other applications). In Section 3.4.1, we already described the item-based clustering
approach used in [88] in which frequent itemsets of pageviews are organized in an As-
sociation Rule Hypergraph, and the resulting hypergraph is partitioned into pageview
clusters.

Another approach that combines clustering and association rule mining is a two-
level model-based collaborative filtering technique described in [133]. In the first level,
a fuzzy C-Means clustering algorithm called Relational Fuzzy Subtractive Clustering
(RFSC) is used to cluster the user sessions. Then the clusters are defuzzified by assign-
ing the sessions to a cluster to with highest membership. This defuzzification process
removes the noise and reveals the real structure in the data. In the second level, single-
consequent association rules are discovered from within each cluster. For an active pro-
file (a session) of a target user, the algorithm first finds the nearest cluster prototype,
and then matches the profile with the antecedent of each rule in that cluster to find the
matching score for each rule. The matching scores are weighted with the confidence of
each rule to obtain the complete recommendation score of the item (page) appearing is
the consequent of the rule.
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Input: an active session window w = {p1, p2, . . . , pn} in lexicographic order
Minimum confidence threshold α

Output: Recommendation set REC

REC = ∅
Node = root; depth = 0;
repeat

depth++;
if Node.children �= ∅

and ∃X ∈ Node.children with X.itemset ⊆ {p1, . . . , pdepth}
then Node = X;

else
Node = NULL; Break;

until depth > |w|
if Node �= NULL then

for each node N ∈ Node.children do
let c = N.support/Node.support;
if c ≥ α

p = (N.itemset − w)
p.rec score = c
REC = REC ∪ {p}

end if
end for

end if

Fig. 3.2. Recommendation Algorithm Based on Association Rules

3.4.3 Personalization Using Sequential Modeling

As with association rule discovery, Sequence rule discovery techniques [4] were also
initially developed as techniques for mining supermarket basket data. The key differ-
ence between these algorithms is that while association rule discovery algorithms do
not take into account the order in which items have been accessed, sequential pattern
discovery algorithms do consider the order when discovering frequently occurring item-
sets. Hence, given a user transaction {i1, i2, i3}, the transaction supports the association
rules i1 ⇒ i2 and i2 ⇒ i1 but not the sequential pattern i2 ⇒ i1.

When discovering sequential patterns from Web logs, two types of sequences are
identified: Contiguous or Closed Sequences and Open Sequences [10]. Contiguous
sequences require that items appearing in a sequence rule appear contiguously in trans-
actions that support the sequence. Hence the contiguous sequence pattern i1, i2 ⇒ i3
is satisfied by the transaction {i1, i2, i3} but not by the transaction {i1, i2, i4, i3}, as i4
appears in the transaction between the items appearing in the sequence pattern. On the
other hand, both transactions support the rule if it were an open sequence rule.

Given a transaction set T and a set S = {S1, S2, . . . , Sn} of frequent (contiguous)
sequential patterns over T , the support of each Si is defined as follows:

σ(Si) =
|{t ∈ T : Si is (contiguous) subsequence of t}|

|T |
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The confidence of the rule X ⇒ Y , where X and Y are (contiguous) sequential pat-
terns, is defined as

α(X ⇒ Y ) =
σ(X ◦ Y )

σ(X)
,

where ◦ denotes the concatenation operator. The Apriori algorithm used in association
rule mining can also be adopted to discover open and contiguous sequential patterns.
This is normally accomplished by changing the definition of support to be based on the
frequency of occurrences of subsequences of items rather than subsets of items [4].

In the context of Web usage mining, contiguous sequential patterns can be used to
capture frequent navigational paths among user trails [128, 119]. In contrast, items
appearing in open sequential patterns, while preserving the underlying ordering, need
not be adjacent, and thus they represent more general navigational patterns within the
site. Frequent item sets, discovered as part of association rule mining, represent the least
restrictive type of navigational patterns, since they focus on the presence of items rather
than the order in which they occur within user session.

An approach for efficiently representing contiguous navigational sequences is to
insert each sequence into a trie structure. A well-known example of this approach is
the notion of aggregate tree introduced as part of the WUM (Web Utilization Miner)
system [128]. The aggregation service of WUM extracts the transactions from a col-
lection of Web logs, transforms them into sequences, and merges those sequences with
the same prefix into the aggregate tree (a trie structure). Each node in the tree repre-
sents a navigational subsequence from the root (an empty node) to a page and is anno-
tated by the frequency of occurrences of that subsequence in the transaction data (and
possibly other information such as markers to distinguish among repeat occurences of
the corresponding page in the subsequence). WUM uses a powerful SQL-like mining
query language, called MINT, to discover generalized navigational patterns from this
trie structure. MINT includes mechanism to specify sophisticated constraints on pattern
templates, such as wildcards with user-specified boundaries, as well as other statistical
thresholds such as support and confidence.

It is also possible to insert frequent sequences (after or during sequential pattern
mining) into a trie structure [104, 86]. In the context of personalization, sequential
patterns are typically stored in a single trie structure with each node representing an
item and the root representing the empty sequence. Recommendation generation can
be achieved in O(s) by traversing the tree, where s is the length of the current user
transaction deemed to be useful in recommending the next set of items. Mobasher et
al. [86] use a fixed size sliding window, w, over the current transaction for recom-
mendation generation. Hence the maximum depth of the tree required to be generated
is |w| + 1. The size of the trees generated during the offline mining can be controlled
by setting different minimum support and confidence thresholds. Thus, a similar gen-
eral algorithm used in Section 3.4.2 (see Figure 3.2 for generating recommendations
from frequent item-sets, can easily be adopted in the context of open and contiguous
sequential patterns.

An empirical evaluation of association and sequential pattern based recommenda-
tion showed that site characteristics such as site topology and degree of connectivity can
have a significant impact on the usefulness of sequential patterns over non-sequential



114 B. Mobasher

(association) patterns [90]. Additionally, it has also been shown that contiguous sequen-
tial patterns are particularly restrictive and hence are more valuable in page prefetching
applications (were the intent is to predict the immediate next page to be accessed) rather
than in the more general context of recommendation generation [86].

Another type of approach for sequential modeling is based on stochastic methods
that from the sequences of pageviews in user sessions learn probabilistic models that can
used for predicting subsequent visits. One such approach is to model the navigational
activity in the Web site as a Markov chain. A Markov model is represented by the 3-
tuple 〈A,S, T 〉 where A is a set of possible actions, S is the set of n states for which
the model is built and T is the Transition Probability Matrix that stores the probability
of performing an action a ∈ A when the process is in a state s ∈ S. Specifically,
T = [pi,j ]n×n, where pi,j represents the probability of a transition from state si to state
sj . The order of the Markov model corresponds to the number of prior events used in
predicting a future event. So, a kth-order Markov model predicts the probability of the
next event by looking at the past k events. Given a set of all paths R, the probability of
reaching a state sj from a state si via a (non-cyclic) path r ∈ R is given by: p(r) =∏

pk,k+1, where k ranges from i to j − 1. The probability of reaching sj from si is the
sum over all paths: p(j|i) =

∑

r∈R

p(r).

In the context of recommendation systems, A is the set of items and S is the vis-
itor’s navigation history, defined as a k-tuple of items visited, where k is the order of
the Markov model. In Web usage analysis, they have been proposed as the underlying
modeling machinery for Web prefetching applications or to minimize system laten-
cies [36, 98, 107, 113]. Such systems are designed to predict the next user action based
on a user’s previous surfing behavior. On the other hand, Markov models can also be
used to discover high-probability user navigational paths in a Web site. For example,
Borges and Levene [17] modeled user sessions as a hypertext probabilistic grammar (or
alternatively, an absorbing Markov chain) whose higher probability paths correspond to
the user’s preferred trails. An algorithm is provided to efficiently mine such trails from
the model.

As the order of the Markov model increases, so does the size of the state space, S.
On the other hand the coverage of that space reduces, leading to an inaccurate transition
probability matrix. To counter the reduction in coverage, various Markov models of
differing order can be trained and used to make predictions. The resulting model is
referred to as the All-Kth-Order Markov model [107]. The downside of using the All-
Kth-Order Markov model is the large number of states. Selective Markov models that
only store some of the states within the model have been proposed as a solution to
this problem [36]. A post pruning approach is used to prune out states that cannot
be expected to be accurate predictors. Three pruning approaches based on the support,
confidence and estimated error were proposed.

Rather than pruning states as a post process, sequence rule discovery and association
rule discovery algorithms actively prune the state space during the discovery process
using support. A further post pruning, based on confidence of the discovered rules,
is also carried out. Hence the Selective Markov model is analogous to sequence rule
discovery algorithms. Note however that the actual pruning process based on confidence
proposed by Deshpande and Karypis [36] is not the same as that carried out during
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sequence rule discovery. Evaluation of Selective Markov models has shown that up to
90% of states can be pruned without a reduction in accuracy.

Other types of stochastic methods include various mixture models [23, 100, 141]that
have been used to model navigational patterns. We have already discussed some of these
approaches and their use in clustering approach to personalization (see Section 3.4.1).
Recent work in this area has shown that mixture models are able to capture more com-
plex, dynamic user behavior. This is in part because the observation data (i.e., the user-
item space) in some applications (such as large and very dynamic Web sites) may be
too complicated to be modeled by basic probability distributions such as a normal or
a multinomial distribution. In particular, each user may exhibit different “types” of be-
havior corresponding to different tasks, and common behaviors may each be reflected
in a different distribution within the data.

The general idea behind mixture models (such as a mixture of Markov models) is
as follow. We assume there exist k types of user behavior (or k user clusters) within the
data, and each user session is assumed to be generated via a generative process which
models the probability distributions of observed variables and hidden variables. First, a
user cluster is chosen with some probability; then the user session is generated from a
Markov model with parameters specific to that user cluster. Next, the probabilities as-
sociated with the user cluster are estimated (usually via the EM [34] algorithm), as well
as the parameters of each mixture component. Mixture-based user models can provide
a great deal of flexibility. For example, a mixture of first-order Markov models [23] can
not only probabilistically cluster user sessions based on similarities in navigation behav-
ior, but also characterize each type of user behavior using a first-order Markov model,
thus capturing popular navigation paths or characteristics of each user cluster. New user
sessions can be easily fit into the model, and dynamic predictions or recommendations
can be generated based on the probablitiy of association of the target user profile to
various clusters. However, mixture models tend to fall victim to overfitting problems,
largely due to their naive data generation assumptions. A more detailed discussion of
mixture models is provided in the next section.

3.4.4 Approaches Based on Latent Variable Models

Latent variable models (LVMs) [8, 38] have recently become popular modeling ap-
proaches in data mining related fields and, particularly, in Web usage mining. By intro-
ducing latent variables as hidden factors underlying observation data, LVMs use prob-
abilistic approaches to effectively discover the structural and semantic relationships
within the data.

Two commonly used latent variable models are Factor Analysis (FA) models and
Finite Mixture Models (FMM). By learning a low dimensional latent space from a high
dimensional observation space, FA models aim at summarizing and explaining the com-
plex dependency relationship among the observation data. Factor analysis models have
a long history of successful applications in many domains, including in patterns recog-
nition. Only recently, however, they have been effectively used the context of collab-
orative filtering [25] and personalization based on Web usage mining [144]. However,
in the context of Web user modeling, FA models, as in most clustering approaches,
generally ignore the sequential information conveyed in user sessions.
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FMMs, on the other hand, use a finite number of components to model the obser-
vation data. Theoretically, the component models can be any probability distribution.
In FMMs, one generally assumes the existence of k components (each component is
a probability distribution) that account for all the observation data. Each single obser-
vation (e.g., a user’s rating for an item, or a pageview in a user session) is assumed to
be generated by the following process: first, a component with a certain probability is
chosen, and then the chosen component is used to generate the observations. As noted
earlier, the EM algorithm is usually used to fit the model and estimate the parameters
associated with each component.

For example, a mixture of multinomial models is proposed in [24] to analyze the
e-commerce transaction data. Transactions generated by individual users are probabilis-
tically clustered into k groups, where each cluster is modeled by a multinomial distribu-
tion. The experiments show that the mixture model distinctly outperforms non-mixture
techniques (a single multinomial model) in predicting out-of-sample individual behav-
ior. As we noted in Section 3.4.3, in [23], a mixture of first-order Markov models was
proposed to cluster Web users in which each component was modeled as a first-order
Markov model. It was formally shown that the mixture of first-order Markov models is
not first-order Markov model, and that it can model much more complex user behavior.
A mixture of hidden Markov models [141] is also proposed for modeling clickstreams
of Web surfers. In addition to user-based clustering, this approach can also be used for
automatically page categorization.

Mixture models tend to have their own shortcomings. From the data generation
perspective, each individual observation (such as a user session) is generated from one
and only one component model. The probability assignment to each component only
measures the uncertainty about this assignment. This assumption limits this model’s
ability of capturing complex user behavior, and more seriously, may result in overfitting
problems [110].

Probabilistic Latent Semantic Analysis (PLSA) [52] provides a reasonable solution
to some of these problems. PLSA adopts a totally different data generation idea. In the
context of Web user navigation, each observation (a user visiting a page) is assumed to
be generated as follows. First a user is selected with a certain probability. Next, con-
ditioned on the selected user, a hidden variable is selected. Finally, the page to visit
is slected conditioned on the chosen hidden variable. Since each user usually visits
multiple pages, this data generation process ensures that each user is explicitly associ-
ated with multiple hidden variables, thus eliminating the overfitting problem associated
with above mixture models. The PLSA model also uses the EM algorithm to estimate
the parameters which probabilistically characterize the hidden variables underlying the
co-occurrence observation data, and measure the relationship among hidden variables
and observed variables. Due to its great flexibility, the PLSA model has been success-
fully used in a variety of application domains, including information retrieval [51], text
learning [18, 60], and co-citation analysis [29, 30].

Another type of hidden variable model is the Latent Dirichlet Allocation (LDA)
model [16]. The LDA model uses two levels of hidden variables. Each observation is
assumed to be a multinomial distribution of k hidden variables, and each multinomial
distribution is further constrained by a global variable with dirichlet distribution. The
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two levels of hidden variables are used to ensure that training observations and non-
training observations can be generated via the same process. A side effect of having
two levels of hidden variables is that exact inference for the LDA model is not fea-
sible. Methods such as Variational Bayes [16], Markov Chain Monte Carlo [44] and
Expectation-Propagation (EP) [78] are proposed to learn the model. Recently, the LDA
model has been used in text mining [16], author-topic analysis [131], and collabora-
tive filtering [73]. Although PLSA and LDA seem to be quite different in terms of
parameter learning, research has shown that they are essentially equivalent in terms of
modeling method, and PLSA is just a Maximum A Posterior (MAP) estimation of LDA
model [42]. LDA introduces an extra set of hidden variables and is able to naturally fit
in new data. However this also makes the learning of the LDA model computationally
more expensive than PLSA.

In order to see how a hidden variable modeling approach, such as PLSA, can be
used in the context of personalization, we provide more detail on a general recommen-
dation algorithm, based on PLSA, that can be adopted both in the context of standard
collaborative filtering [53], as well as, in Web usage mining [55, 56].

As in the approaches based on clustering, the PLSA-based approach begins with
the discovery of user segments with similar behavior: Given a set of n user profiles,
UP = {u1, u2, · · · , un}, and a set of m items, I = {i1, i2, · · · , im} the PLSA model
associates an unobserved factor variable Z = {z1, z2, · · · , zl} with observations in the
data. Each observation corresponds to the interest score suk

(ij) for an item ij in the
user profile for a user uk (i.e., a rating or a weight associated with a pageview).

For a target user u and a target item i, the following joint probability can be defined:

Pr(u, i) =
l∑

k=1

Pr(zk) • Pr(u|zk) • Pr(i|zk)

In order to explain the observations in (UP, I), we need to estimate the parameters
Pr(zk), Pr(u|zk), and Pr(i|zk), while maximizing the following likelihood L(UP, I)
of the observation data:

L(UP, I) =
∑

u∈UP

∑

i∈I

su(i) • log Pr(u, i)

where su(i) is the interest score (e.g., rating) of user u for item i.
The Expectation-Maximization (EM) algorithm [34] is used to perform maximum

likelihood parameter estimation. Based on initial values of Pr(zk), Pr(u|zk), and
Pr(i|zk), the algorithm alternates between an expectation step and maximization step.
In the expectation step, posterior probabilities are computed for latent variables based
on current estimates, and in the maximization step, Lagrange multipliers [52] are used
to obtain the re-estimated parameters. Iterating the expectation and maximization steps
monotonically increases the total likelihood of the observed data L(UP, I), until a lo-
cally optimal solution is reached.

Next the segments of user profiles that have similar underlying interests are iden-
tified. For each latent variable zk, a user segment Ck is created and all user profiles
having probability Pr(u|zk) exceeding a certain threshold µ are selected. If a user pro-
file’s probability does not exceed the threshold for any latent variable, it is associated
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with the user segment of highest probability. Thus, every user profile will be associated
with at least one user segment, but may be associated with multiple segments. This al-
lows authoritative users to have broader influence over predictions, without adversely
affecting coverage in sparse rating data.

For each user segment Ck, the associated user profiles are aggregated into a
weighted profile vector vk, computed as the mean vector or centroid of all ui ∈ Ck.
This the aggregate profile for a user segment to be represented in the original n-
dimentioal space of items. To make a recommendation for a target user u and target
item i, a neighborhood of user segments is selected that have defined interest scores for
i and whose aggregate profile vk is most similar to u. This neighborhood represents the
set of user segments of which the target user is most likely to be a member, based on
a measure of similarity (such as the Pearson’s correlation coefficient which is usually
used with rating data). A prediction for item i can now be derived using equation 3.2,
used earlier in Section 3.4.1 in the context of the clustering approach.

3.4.5 Hybrid Models for Web Personalization

Pure usage-based approaches to personalization have some important drawbacks. The
recommendation process relies on the existing user transactions or rating data, thus
items or pages added to a site recently cannot be recommended. This is commonly
referred to as the “new item problem”. Furthermore, because such systems do not take
into account the semantic or structural knowledge inherent in the underlying domain,
they generally lack the ability to recommend complex objects or concepts based in their
semantic attributes or based on other information channels available in the particular
application domain. This limitation also hampers the ability of these systems to explain
or reason about the discovered user models or recommendations.

In traditional collaborative filtering a number of hybrid approaches have been pro-
posed. The most common form of hybrid recommender combines content-based and
collaborative filtering [28, 75]. Other approaches have also incorporated other informa-
tion sources such as user demographics [101, 127]. A detailed examination of different
approaches to create hybrid recommender systems is presented in [21] (see also Chapter
12 of this book [22]). In the following we focus primarily on the data mining approaches
to personalization, and particularly those based on Web usage mining, in which various
information channels have been integrated in the knowledge discovery and recommen-
dation generation processes.

Integration of Content Features with Usage-Based Models. A common approach to
resolving the “new item problem” is to integrate content characteristics of pages with
the user-based data (i.e., navigational or rating data). Generally, in these approaches,
keywords are extracted from the content on the Web site and are used to either index
pages by content or classify pages into various content categories. In Web personaliza-
tion, this approach would allow the system to recommend pages to a user, not only based
on similar users, but also (or alternatively) based on the content similarity of these pages
to the pages user has already visited. The semantic information extracted as keyword-
based features can be leveraged at various steps in the knowledge discovery process,
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namely in the preprocessing phase, in the mining phase, or during the post-processing
of the discovered patterns.

A direct approach for the integration of content and usage data for Web person-
alization is to transform each user profile in UP (see Section 3.3.1), into a “content
enhanced” profile containing the semantic features of the underlying items. This pro-
cess, performed as part of data preprocessing, involves mapping each item or page in a
user profile to one or more content features extracted from items, or a set of concepts
(for example, from an externally available concept hierarchy). The the range of this
mapping can be the full feature space or the concept space obtained as described above.
Conceptually, the transformation can be viewed as the multiplication of the user-item
matrix UP by the item-feature or an item-concept matrix. The result is a new matrix
UF = {t′1, t′2, . . . , t′m}, where each t′i is a k-dimensional vector over the feature (or con-
cept) space. Thus, a user profile can be represented as a concept vector, reflecting that
user’s interests in particular concepts or topics. A variety of data mining algorithms can
then be applied to this transformed user data.

For example, in [94], usage mining is enhanced by mapping user navigational data
to concepts in an ontology underlying a particular Web site. The semantic annotation of
the Web content is assumed to have been performed a priori. In order to mine interesting
patterns, first user transactions are semantically enriched with concept labels, and then
the transformed transaction space is mined to extract patterns reflecting users’ changing
interest in terms of concepts.

Following a similar approach, in [37] Web usage logs are enriched with semantics
derived from the content features extracted from of the Web site’s pages. The extraction
of the keywords that describe each Web page is performed using standard informa-
tion retrieval based techniques. These keywords are then mapped to the categories of
a predefined concept hierarchy. The enhanced Web logs are then used as input to the
Web mining process. The output consists of patterns representing users’ navigational
behavior in the form of clusters or association rules. This set of patterns is then used
as the recommendation basis for each user or group of users, resulting in a broader yet
semantically focused set of recommendations.

Haase et al. create semantic user profiles from usage and content information to pro-
vide personalized access to bibliographic information on a Peer-to-Peer bibliographic
network [45]. The semantic user profile consists of the expertise, recent queries, recent
relevant instances and a set of weights for the similarity function.

The integration of content features with user models can also be performed during
or after the mining phase. In this case, patterns are discovered independently from the
user profile data and the content data, and then combined in the recommendation gen-
eration process. For example, the results of user-based clustering can be combined with
“content profiles” derived from the clustering of content features in pages [87]. The
feature clustering is accomplished by applying a clustering algorithm to the transpose
of the item-feature matrix UF, described above. This approach treats each feature as a
vector over the space of items. Thus the centroid of a feature cluster can be viewed as
a set (or vector) of items with associated weights. This representation is similar to that
of aggregate models described in Section 3.4.1, however, in this case the weight of an
item in the aggregate model represents the prominence of the features of the item that
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are associated with the corresponding cluster. The combined set of aggregate content
and usage models can then be used seamlessly to generate recommendations.

Such approaches have also been useful in the context of e-commerce recommender
systems. For example, Niu et al. [93] build customer profiles based on a product hi-
erarchy in order to learn customer preferences. Ghani and Fano [41] proposed a rec-
ommender system based on a custom-built knowledge base of product semantics. The
focus is on generating “soft” attributes from the online marketing text, describing the
products browsed, and using them to generate cross category recommendations.

One type of integration approach is that for each user, one builds a local predic-
tion model using algorithms such as naı̈ve Bayes or k-Nearest Neighbor based on con-
tent data. Then all the individual models are integrated to form a global model via
approaches such as linear combinations or probabilistic combination. An example of
such integration is shown in [142], where a combined recommendation model is pro-
posed. For each user, a probabilistic SVM (Support Vector Machine) model is built
only based on the content information of this user’s interested items. These individual
models enable the system to make predictions for unvisited/unrated items only based
on the content information of these items. Then all the individual models were com-
bined under a hierarchical Bayesian framework, and the final prediction is the result of
combining predictions from all individual models.

Finally, a number of approaches have attempted to integrate content and usage data
based on hidden variable and mixture models (see Section 3.4.4). For example, in [108],
an extension of the PLSA model was used to handle three-way co-occurrence data in-
cluding users, items, and content features. The proposed extended PLSA model is used
to discover the hidden relationships among users, items and attributes. A limitation of
this approach is that, since the three-way observation data does not exist, and is gener-
ated subjectively from other observation data, it may not be consistent with the original
navigational or content data.

Jin et al. [54] proposed a more robust approach based on hidden variable models in
which users’ navigational data and the content features associated with items are seam-
lessly integrated using a maximum entropy approach [111]. The goal of a maximum
entropy model is to find a probability distribution which satisfies all the constraints in
the observed data while maintaining maximum entropy. One of the advantages of such a
model is that it enables the unification of information from multiple knowledge sources
in one framework. First, probabilistic user models are discovered from the usage data,
based on the PLSA approach, and used one set of constraints for the maximum entropy
framework. Secondly, for content information, Latent Dirichlet Allocation (LDA) [16]
is used to discover the hidden semantic relationships among visited items and specify
another set of constraints based on these item association patterns. These two set of
constraints are used in a unifying maximum entropy framework to generate recommen-
dations.

Integration of Structured Semantic Knowledge and Usage-Based Models. The in-
tegration of content features with usage-based personalization is desirable when we are
dealing with sites where text descriptions are dominant and other structural relation-
ships in the data are not easy to obtain, e.g., news sites or online help systems, etc.
Keyword-based approaches, however, are incapable of capturing more complex rela-
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tionships among objects at a deeper semantic level based on the inherent properties
associated with these objects. For example, potentially valuable relational structures
among objects such as relationships between movies, directors, and actors, or between
students, courses, and instructors, may be missed if one can only rely on the description
of these entities using sets of keywords.

To be able to recommend different types of complex objects using their underlying
properties and attributes, the system must be able to rely on the characterization of
user segments and objects, not just based on keywords, but at a deeper semantic level
using the domain ontologies for the objects. For instance, in a traditional personalization
system on a university Web site might recommend courses in Java to a student, simply
because that student has previously taken or shown interest in Java courses. On the other
hand, a system that has knowledge of the underlying domain ontology, might recognize
that the student should first satisfy the prerequisite requirements for a recommended
course, or be able to recommend the best instructors for Java course, and so on.

This observation has led to a number of efforts that attempt to use “ontological
user profiles” for personalization. For example, Middleton et al. [77] use an ontological
profile for a user within their research paper recommendation system, QuickStep. The
profile is based on a topic hierarchy alone. They also attempt to use externally available
ontologies based on personnel records and user publications to address the cold-start
problem for their recommendations system. The existence of such additional knowl-
edge, while applicable in their specific application domain, cannot however be assumed
in a general e-tailer scenario.

Dai and Mobasher [33] provide a general framework for integrating domain knowl-
edge with Web usage mining for user based personalization. The primary focus of the
proposed approach is to transform aggregate user models, that are the results of pat-
tern discovery (clustering) on Web transaction data, into ontology enhanced aggregate
models. In the initial discovery phase, each “page-level” aggregate models, m, is rep-
resented as a vector of item-weight pairs. Specifically, given a session cluster c, the
aggregate model m as a set of pageview-weight pairs obtained by computing the cen-
troid of c. Thus, m can be viewed as vector over the n-dimensional space if items
(pages): m = 〈wm(p1), wm(p2), · · · , wm(pn)〉 where wm(pi) is the average weight of
pi across all sessions in the cluster c. Using the domain ontology, objects instances of
ontology classes are extracted from each page pi, and m is transformed into an object-
level model om = {〈o1, wo1〉, 〈o2, wo2〉, · · · , 〈ok, wok

〉} in which each oi is an object
instance in the underlying domain ontology and woi

represents oi’s significance.
Objects that belong to the same class are combined to form an aggregated pseudo

object belonging to that class. In this aggregation process, attribute values for objects
of the same class are combined using aggregation functions for different attributes,
defined in the domain ontology. The transformed aggregate model represents a set of
objects accessed together frequently by a group of users in the same cluster. This new
object-space is then used as input to additional data mining algorithm and for generating
recommendations for pages that are similar at the object level. An important benefit
of aggregation is that the pattern volume is significantly reduced, thus relieving the
computation burden for the recommendation engine.
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Kearny et al. [59] also investigate how Web usage data may be combined with se-
mantic domain knowledge to provide a deeper understanding of user behavior. In par-
ticular, an “impact” measure is introduced based on information theory that captures
the influence of a given concept from the domain ontology on user behavior. The im-
pact measures for each of the concepts within the ontology are then combined to create
an ontological profile for each user. This approach also begins by mapping each page
within user sessions onto the concepts in the ontology. Then the specific instances are
generalized to an Ontological Profile (OP). Thus, each page can be represented as a
vector over the set of concepts where each dimension measures the degree to which the
page belongs to the corresponding concept. In a similar manner as in [33], a composite
distance measure based specific domain characteristics of each concept is defined and
used as part of the mining and recommendation generation process.

Using Linkage Structure for Model Learning and Selection. Aside from the con-
tent features associated with items or pages, there are other information channels and
knowledge sources that can be leveraged in the data mining approach to personaliza-
tion. These include structured semantic information such as that available from domain
ontologies or relational databases, and, in the context of Web personalization, the hy-
perlink structure of the Web site. We discuss the integration of ontological information
in the next section. Here, we focus our attention to approaches that have used linkage
information as part of the mining and recommendations processes.

Based on their study on the impact of site characteristics on the usefulness of se-
quential patterns over non-sequential (association) patterns, Nakagawa and Mobasher
[90] proposed a hybrid recommendation system that switched between different rec-
ommendation algorithms based on the degree of connectivity in the site and the current
location of the user within the site. The study showed that the performance of each
recommendation model depends, in part, on the structural characteristics of the Web
site. For example, in a highly connected Web site with short navigational paths, non-
sequential models perform well by achieving higher overall precision and recall than
sequential pattern models. In this hybrid approach, a measure of localized connectivity
(LCM) is defined with respect to the current page being visited by the user. A logistic
regression function is then learned from a set of training user profiles based on the LCM
values of pages within the profiles and the best recommendations achieved for each user.
This function is then used as a switching criterion to select the best recommendation
model for the target user. Evaluation of this approach revealed that the hybrid model
outperformed the base recommendation models in both precision and recall.

In [92], the site’s hierarchical linkage structure is treated as an implicit concept
hierarchy that is exploited in computing the similarity between pages. This similarity
function allows for a more robust comparison of sessions that contain pages that are
different but structurally related.

Lin and Zaiane [69] proposed a hybrid Web recommender system that combines
access history and the content of visited pages, as well as the connectivity between the
pages on a Web site, in order to model users’ concurrent information needs and gen-
erate navigational patterns. These simultaneous goals of users are called “missions”.
A mission is a sub-session with a consistent goal as determined based on the content
similarity of the pages within the session. These missions are in turn clustered to gen-



3 Data Mining for Web Personalization 123

erate navigational patterns, and augmented with their linked neighborhood and ranked
according to their authority determined based on site connectivity. These new clus-
ters (i.e., augmented navigational patterns) are provided to the recommendation engine.
When a visitor starts a new session, the session is matched with these clusters to gener-
ate a recommendation list.

3.5 Evaluating Personalization Models

As in any data mining application, before the discovered models can be deployed as part
of a personalization framework, it is essential to evaluate their accuracy and effective-
ness. The evaluation of personalization models, however, is an inherently challenging
task for several reasons. First, the various modeling approaches and recommendation
algorithms, such as those described in the previous section, may require different eval-
uation metrics. Secondly, the required personalization actions may be quite different
depending on the underlying domain, intended application, and the data gathered for
personalization. Finally, there is a lack of consensus among researchers and practition-
ers as to what factors most affect quality of service in personalized systems. Ultimately,
the goal of evaluation in this context is to judge the “quality” of recommendations (or
personalized content) generated by the system. The factors mentioned above, however,
affect how this notion of quality is defined in different settings and according to the
personalization task.

Herlocker et al. [50] have identified several types of personalization tasks performed
by typical systems. These tasks include providing annotations in context (i.e., annotat-
ing items or existing content with prediction scores), finding (some or all) “good” items,
recommending a sequence of items, providing decision support for browsing or making
purchases, and providing credible recommendations. While evaluating the performance
of a personalization system vis-a-vis these tasks generally requires measuring the ac-
curacy of recommendations, the aforementioned study indicates that some accuracy
metrics are more appropriate for a given task than others. Here, we briefly discuss some
of the most commonly used accuracy metrics, and then we consider some of the other
factors that impact the quality of recommendations.

The most common approach to evaluation in collaborative filtering systems is to
measure the effectiveness of the system’s predictive accuracy. Such metrics measures
how close the recommender system’s predicted ratings are to the actual user ratings.
Particularly when dealing with user ratings of items, a frequently used metric is the
Mean Absolute Error (MAE) [121, 49], which measures the average absolute devia-
tion between a predicted rating and the user’s actual rating. Several related accuracy
metrics have been proposed for the prediction task with numeric ratings, including root
mean squared error and mean squared error, that implicitly assign a greater weight to
predictions with larger errors, and the normalized mean squared error [43] that aims to
normalize MAE across datasets with varying rating scales.

Massa and Avesani suggest another variant of MAE called the mean absolute user
error that calculates the mean absolute error for each user and then averages over all
users [74]. This was based on their observation that recommender systems tend to have
lower errors when predicting ratings by prolific raters rather than less frequent ones.
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This metric is particularly useful when the number of items in the test set varies for
each user. For example, this metric may be appropriate if the number of items in the test
set is based on a percentage of items rated by a user.

While the MAE and its variants are useful in measuring the accuracy of predictions,
they may not provide a complete picture of how good the recommendations are. These
metrics may be less appropriate for tasks such as finding “good” items [50], where a
ranked result is returned to the user. In such systems the target users usually only view
items at the top of the ranking, and thus the accuracy of predictions for items of no
interest to the user is not a determinant factor.

Classification metrics, on the other hand, measure the frequency with which a
recommender system makes correct or incorrect decisions about recommending an
item. Two commonly used metrics in this context are Precision and Recall which
are standard metrics used in evaluating information retrieval effectiveness, but have
also been adopted to evaluate ranked ordering of recommended items in personaliza-
tion [58, 116, 15]. While precision measures the probability that a recommended item is
relevant, recall measures the probability that a relevant item is recommended. In order
to compute precision and recall in recommender systems, it is necessary to distinguish
between the item set that is returned to the user (i.e., selected or recommended), and the
item set that is not. One approach in doing so is to determine the set of top N recom-
mended items for a fixed N and consider the remaining items as not recommended.

One advantage of metrics such as precision and recall is that they can be used in the
evaluation of personalization systems in which the underlying user preferences are not
determined by numeric ratings. This, of course, is the case when dealing with naviga-
tional data in which an item is either visited or it is not. In the context of numeric ratings
on a continuous scale, it would be necessary to first transform ratings into a binary scale.
For example, a rating scale of 1–5 may be transformed into a binary scale by converting
every rating of 4 or 5 to “relevant” and all ratings between 1 and 3 to “nonrelevant”.
The determination of which items are relevant and which are not poses its own unique
challenges when dealing with Web navigation data. A recorded visit to a particular page
on a Web site, cannot necessarily be taken as an indication of relevance or interest. One
approach that can address this problem is to record the amount of time spent on each
page during a session (the pageview duration). To accurately convert this data into a
binary scale, it is usually necessary to standardize the pageview durations with respect
to the mean duration for that page. In this way, pageviews that last significantly less
than the mean duration can be removed from the relevant list.

It should also be noted that there is often a trade-off between precision and recall,
so it is important to consider both of these metrics for a given system. Some metrics
attempt to combine precision and recall into a single number. One such metric is the The
F1 measure which is computed as the harmonic mean of precision and recall [9, 85]. A
more general form of the F1 measure can be devised which allows for weighting one of
these metrics more than the other, depending on their relative importance in a particular
application domain.

A measure that provides and alternative to precision and recall is the Receiver Op-
erating Characteristic (ROC) which has roots in signal detection theory [48]. The ROC
metric attempts to measure the extent to the system can successfully distinguish be-



3 Data Mining for Web Personalization 125

tween signal (relevance) and noise. It assumes that the information system will assign
a predicted level of relevance to every potential item. The ROC-curve is a plot of the
systems sensitivity (the probability of signal, or, in the context of recommendation, the
true positive rate) by the complement of its specificity (the probability of noise, or, in
the recommendation context, the complement of the true negative rate). Generally, to
compare the recommendation accuracy in two systems, the size of the area under the
ROC-curve is measured with a larger value indicating better performance.

As noted earlier, the focus of the aforementioned metrics is generally the evaluation
of recommendation accuracy. However, the research and practice in personalization
technologies has led to the emerging consensus that measuring accuracy alone may not
paint a complete picture of how users view the recommendations. The recommenda-
tions, or more generally the personalized content generated by the system, must also
be “useful” to users. For example, a system that only recommend highly popular items
(such as best seller books, or in the context of Web usage, highly visited pages in a site),
may be quite accurate based on the above measures, but one can argue that such items
are not particularly useful for the users of the system.

Recent user studies have found that a number of issues can affect the perceived use-
fulness of personalization systems including, trust in the system, transparency of the
underlying recommendation algorithm, ability for a user to refine the system generated
profile, and diversity of recommendations [134, 125, 145]. Therefore, the evaluation
of personalization systems needs to be carried out along a number of dimensions, in
addition to accuracy, some of which are better understood that others and have well
established metrics available. The key dimensions along which personalization systems
can be evaluated (aside from accuracy) include the coverage, utility, explainability, ro-
bustness, scalability, and user satisfaction.

Coverage measures the percentage of the universe of items that the recommendation
system is capable of producing. For the prediction task it is calculated as the ratio of
items for which the system can provide recommendations to all available items. Since
it may not be practical to compute predictions for all user-item pairs in the system, this
metric is usually estimated by selecting a random sample of user-item pairs, attempting
to generate a prediction for each pair, and measuring the percentage for which a pre-
diction was provided. An alternative is to calculate coverage as a percentage of items
of interest to a user rather than considering the complete universe of items [50]. If the
predictive accuracy is computed by withholding a selection of ratings and then predict-
ing those ratings, the coverage can be measured as the percentage of withheld items for
which a prediction is obtained.

The notion of “usefulness” suggests that measuring the utility of a recommendation
for a user may be required. Breese et al. [19] suggested a metric based on the expected
utility of the recommendation list. The utility of each item is calculated by the dif-
ference in vote for the item and a “neutral” weight. The metric is then calculated as
the weighted sum of the utilities of all items in the list where the weight signifies the
probability that an item in the ranked list will be viewed or selected by the user. This
likelihood that a user will view or select each successive item is defined by an exponen-
tial decay function, where the decay factor is described by a half-life parameter. The
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basic, and rather strong, assumption behind this metric is that the true utility (in terms
of cost/benefit analysis) rapidly (exponentially) drops as the search length increases.

The utility of recommendations or personalized content produced by the system can
also be viewed in terms of their novelty. If the system only produces obvious recom-
mendations, even if accurate, the recommendation may not be perceived as useful by
the users. Clearly, the novelty of recommendations is not only user-specific, but also
domain dependent and, therefore, measuring it would require domain specific metrics.
For example, in the context of Web navigation, several metrics have been proposed that
measure utility based on the distance of the recommended item from the current page
(referred to as navigation distance) [5]. Although novelty may be an important consid-
eration, it should be noted that several studies have found that there is, in fact value in
providing user with some “obvious” recommendations [134]. Such recommendations
tend to increase user confidence in the system leading to the a user perception that the
system does generate credible recommendation; an important factor in the success of
the personalization system.

A number of metrics have been proposed in literature for evaluating the robustness
of a recommender system. Such metrics attempt to provide a quantitative measure of the
extent to which an attack can affect a recommender system. Stability of prediction [96]
measures the percentage of unrated (user,items) pairs that have a prediction shift less
that a predefined constant. Power of an attack [96] on the other hand measures the av-
erage change in the gap between the predicted and target rating for the target item. The
target item is the item that the attack is attempting to push or nuke. The power of attack
metric assumes that the goal of the attack is to force item ratings to a target rating value.
Noting that the effect of an attack on an items current rating is not necessarily going to
affect its ability to be recommended, Lam and Herlocker [67] proposed an alternative
metric called the Change in Expected change in top-N occupancy. It is calculated as the
average expected occurrence of the target items in the top-N recommendation list of
users.

The performance and scalability dimension aims to measure the response time of a
given recommendation algorithm and how easily it can scale to handle a large number
of concurrent requests for recommendations. Typically, these systems need to be able
to handle large volumes of recommendation requests without significantly adding to the
response time of the Web site that they have been deployed on.

Finally, attempts to measure user satisfaction range from using business metrics
for customer loyalty such as RFM and life-time value through to more simplistic mea-
sures such as recommendation uptake. For example, the fı́schlár video recommendation
system [126] implicitly obtains a measure of user satisfaction by checking is the rec-
ommended items were played or recorded.

3.6 Conclusions

In this chapter we have presented a comprehensive discussion the Web personalization
process viewed as an application of data mining which must therefore be supported
during the various phases of a typical data mining cycle. We have discussed a host of



3 Data Mining for Web Personalization 127

activities and techniques used at different stages of this cycle, including the prepro-
cessing and integration of data from multiple sources, and pattern discovery techniques
that are applied to this data. We have also presented a number of specific recommen-
dation algorithms for combining the discovered knowledge with the current status of a
user’s activity in a Web site to provide personalized content to a user. The approaches
we have detailed show how pattern discovery techniques such as clustering, association
rule mining, and sequential pattern discovery, and probabilistic models performed on
Web usage collaborative data, can be leveraged effectively as an integrated part of a
Web personalization system.

While a research into personalization has led to a number of effective algorithms and
commercial success stories, a number of challenges and open questions still remain.

A key part of the personalization process is the generation of user models. The
most commonly used user models are still rather simplistic, representing the user as a
vector of ratings or using a set of keywords. Even where more multi-dimensional or
ontological information has been available, the data is generally mapped onto a single
user-item table which is more amenable for most data mining and machine learning
techniques. To provide the most useful and effective recommendations, personalization
systems need to incorporate more expressive models. Some of the discussion on the
integration of semantic knowledge and ontologies in the mining process suggests that
some strides have been made in this direction. However, most of this work has not,
as of yet, resulted in true and tested approaches that can become the basis of the next
generation personalization systems.

Another important and difficult of challenge is the modeling of user context. In par-
ticular profiles commonly used today lack in their ability to model user context and
dynamics. Users access different items for different reasons and under different con-
texts. The modeling of context and its use within recommendation generation needs to
be explored further. Also, user interests and needs change with time. Identifying these
changes and adapting to them is a key goal of personalization. However, very little re-
search effort has been expended the evolution of user patterns over time and their impact
on recommendations. This is in part due to the trade-offs between expressiveness of the
profiles and scalability with respect to the number of active users.

Solutions to these important challenges are likely to lead to the creation of the next-
generation of more effective and useful Web personalization and recommender systems
that can be deployed in increasingly more complex Web-based environments.
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