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Abstract—The task of identifying pros and cons from prod-
uct reviews has applications in decision support for consumers.
It becomes even more useful when the pros and cons are
identified for product aspects so consumers can quickly see
strengths and weaknesses of each aspect of the product without
reading all reviews. Given a collection of product reviews,
we automatically extract relevant product aspects, find the
most significant sentences that represent pros and cons for
each aspect, and provide a summary for each aspect. We
introduce SS2 to select sentences that are likely to represent
pros/cons and are semantically related to the aspect to which
they are associated. Our results on three data sets indicate that
compared to an existing algorithm, our algorithm can generate
more meaningful summarized aspects, along with a list of pros
and cons more closely related to each aspect.

I. INTRODUCTION

In this work we propose an algorithm that extracts product
aspects (e.g. camera can be an aspect when the product is a
cellphone.) and identifies weaknesses and strengths for each
aspect in the form of pros and cons. We also provide a
summary for each product aspect so readers can understand
each extracted aspect in a glance before reading the selected
pro and con sentences.

By the time of writing this paper, the current presentation
of Amazon reviews displays top positive and negative re-
views as well as the distribution of ratings on a scale of one
to five. This presentation has two main shortcomings; First,
it is not convenient for users to find reviews about a certain
topic or aspect of the product because they are organized in
a linear list. Second, consumers consider different aspects of
the product to make the buying decision. But it can be quite
time consuming for them to find out others’ opinion about
the aspects that matters to them. We propose an additional
layer of information that lists product aspects (e.g. cup size,
coffee quality, water reservoir, for a coffee maker product)
extracted by our algorithms. Also we identify pros and cons
related to each of the extracted aspects and organize them
under the product aspects. So, the consumers can quickly
find the reviews and opinions related to the aspects. Our
contributions include:

1) jointly identifying product aspects and pros and cons
with respect to each aspect,

2) summarizing the aspects in the form of bigrams that
show different descriptions or opinions about each
product aspect

3) proposing modified Significant Score (SS2) with ad-
ditional factors to quantify significance of sentences
in terms of representing meaningful pros or cons with
respect to the product aspects, and

4) based on three data sets from Amazon reviews, show-
ing that our algorithm finds pros and cons that are
more meaningful and related to the aspects presented
in a summarized form compared to [1].

We discuss the related work in Sec. II. Sec. III provides
the problem statement and describes the different steps of
our algorithm. We evaluate our algorithms in Sec. V and
conclude in Sec. VI.

II. RELATED WORK

The most popular techniques for identifying product
aspects are based on frequency analysis [2]. Sentiment
analysis can be done at different levels such as word, phrase,
sentence and document. VADER [3] is an unsupervised,
lexicon and rule-based method tuned for sentiment of words,
phrases and sentences expressed in social media.

Many of the existing research focus on one or two of the
tasks but not all three. For instance, Zhao et al. [4] focus
on aspect extraction, Ahmadzadeh and Chan [5] propose a
method to identify pros and cons of doing actions based on
social media. However, they do not extract aspects.

To the best of our knowledge the closest work to ours
is that of Kim and Hovy [1], a supervised method for
identifying pros and cons from product reviews. They use
Lexical, Positional, and Opinion-bearing feature groups to
train their models and classify sentences into pros and
cons. Still they do not provide a method to extract aspects.
Therefore, the pros and cons identified by their algorithm is
at the product-level. Whereas, in our work we also identify
pros and cons at the product aspects.

III. PROBLEM STATEMENT AND APPROACH OVERVIEW

Given a collection of product reviews, the goal is to
automatically extract relevant product aspects and to find
the most significant sentences that represent pros and cons



for each aspect. The input is a corpus of product reviews,
and the output is M product aspects that are often discussed
in the reviews, as well as a list of top K pros and cons for
each of the aspects. For example if the product is a cell
phone, then aspects could be call quality, price, camera, etc.

IV. APPROACH

Our approach has three main steps. The first step is to
find the best set of product aspects and assign the review
sentences based on the most probable aspects. Second, we
employ a scoring method to select messages that are likely
to represent pros or cons. We use this score to identify top K
sentences for each topic. Then, we use sentiment intensify
score with a minimum threshold to separate pros from cons.
Third, we summarize product aspects from each topic and
present them as bigram phrases using ordered Augmented
Expected Mutual Information (AEMI) [6]. We explain each
step in more details as follows.

A. Aspect Extraction via Topic Modeling

We use LDA [7] to find topics. Each topic found by LDA
is considered to represent an aspect, where each document
is represented by a product review. As a result, two tables
are generated by LDA; First, aspect-word where the rows
are aspects and the columns are words. Each row contains
the probability distribution of words for the corresponding
aspect. Second, review-aspect where the rows are reviews
and columns are aspects. Each row contains the probability
distribution of aspects for the corresponding review. The
aspect-word table is used as the source to extract aspect
words and aspect bigrams, and the review-aspect table
is used to assign reviews to the most probable aspects.
Therefore, we expect reviews related to each aspect to be in
the same group.

Next, we calculate the aspect-word and review-aspect
matrices. We find the top M important words for each aspect
using the aspect-word matrix weights generated by LDA.
Moreover, we assign each review to the most probable aspect
according to the review-aspect matrix. Alg. 1 illustrates the
aspect extraction steps.

B. Identifying Pros and Cons

The task of identifying pros and cons has four main
steps as shown in Alg. 2; First, quantifying co-occurrence
via AEMI [6] between aspect words and other words in
order to find the representative word pairs involving the
aspects. Second, we select sentences that contain at least
one representative word pair with positive correlation. Third,
we use a scoring method to rank the sentences within each
aspect such that those with higher ranks are more likely to be
pros or cons. Fourth, we categorize the ranked sentences into
pros and cons. Next we explain each step in more details.

Algorithm 1 extractAspects

Require: reviews,M
//1: Find the best number of aspects by minimizing aspect
overlap:
numAspects = minimizeAspectOverlap(reviews)
//2: Find aspects with LDA:
reviewByAspect, aspectByWord = LDA(reviews, nu-
mAspects)
//3: Get the top M words w.r.t the weights in aspectWords
matrix:
aspectWords = getTopWords(aspectByWord, M )
//4: Assign each review to the most probable aspect
according to revAspects
aspectReviews = assignReviews(reviewByAspect)
return aspectWords, aspectReviews

Algorithm 2 findProsCons

Require: aspectWords, aspectReviews,K
proSents = conSents = []
for each aspecti do

// Calculate AEMI to find the representative word pairs
aemii = AEMI(aspectWordsi, aspectReviewsi)
// select sentences that contain representative word pairs
sentsi = selRepSents(aemii, aspectReviewsi)
// Calculate significance of the sentences with SS2
rankedSentsi = rankBySS2(sentsi, aemii)
// Categorize the K most significant sentences into pros
and cons
proSentsi, conSentsi=categorize(rankedSentsi, K)
proSents.add(proSentsi)
conSents.add(conSentsi)

end for
return proSents, conSents

1) Finding Representative Word Pairs for each Sentence:
We propose to find representative word pairs such that
each pair includes an aspect word and an arbitrary word.
Word pairs tend to be more informative than single aspect
words because they add a description or opinion about the
aspect word. For example, “water reservoir” explains the
function of the aspect word “reservoir”, and “noisy reser-
voir” specifies an opinion about the aspect word “reservoir”.
That is, such word pairs with high co-occurrence are likely
representatives of the aspect. Also, sentences that contain
such representative word pairs tend to be more significant
in terms of representing pros/cons of the product aspects.

We calculate AEMI for all possible pairs of (word,
aspectWord) in the sentences associated to each aspect.
words can be any word inside the vocabulary constructed
from all sentences of an aspect, and aspectWords are those
from aspect-word table generated by LDA. We express the
AEMI equation for two words in each pair represented



by A and B as AEMI(A,B) = p(A,B)log( p(A,B)
p(A)p(B) ) −

p(A, B̄)log( p(A,B̄)
p(A)p(B̄)

) − p(Ā, B)log( p(Ā,B)
p(Ā)p(B)

). Each sen-
tence represents an event. p(A,B) is the probability that
a sentence contains both A and B, and p(A, B̄) is the
probability that a sentence contains A but does not contain
B. p(A) represents the probability that a sentence contains
A, and p(Ā) represents the probability that a sentence does
not contain A. Each term of the equation represents the
mutual information (MI) for the given pair. The second
and the third terms are augmented (A) to Pointwise Mutual
Information (PMI). AEMI subtracts the mutual information
for events when one member of the pair occurs without the
other member. Each term is also weighted by the probability
of the pair. That is the summation of the three terms yields
the expected (E) mutual information of the pair.

We organize them into a table called AEMI table. Each
row of the table is a word and each column is an aspectWord
and each cell contains the AEMI value of the corresponding
word and aspectWord. We note that this table is half-
filled because the ordering of the words in a pair does
not matter. After calculating the AEMI table, we use it to
select sentences that contain word pairs with positive AEMI
values because those sentences are much more likely to
represent pros/cons related to the product aspects. This way,
we exclude sentences that do not contain any representative
word pairs. Moreover, we identify the best representative
word pair (one with highest AEMI) for each sentence. Such
representative word pairs associated to each sentence will
be used to calculate significance score in Sec. IV-B2 and
summarizing aspects in Sec. IV-C.

2) Finding Significant Sentences: We employ Signifi-
cance Score (SS), a scoring method proposed in citeah-
madzadeh2017mining and improve it by adding additional
factors that can be calculated based on reviews data. By
using the new scoring method (SS2) we expect sentences
with high scores to have two main characteristics: 1) To
find sentences that are likely to represent pros or cons, we
use Reasoning, Comparison, Sentiment and Length from the
existing factors and add Rating and AEMI as factors. 2)
To find sentences that are closely related to the aspect, we
introduce Coherence and Coverage as factors.

Reasoning: Sentences with reasoning represent pros and
cons of higher quality because they provide reasons for the
user opinion. Reasoning factor is calculated as a binary
variable that is 1 when any phrase indicating reasoning
is observed in the sentence (e.g. because, therefore, etc.),
and it is 0 otherwise. Comparison: Comparison is often
used in expressing pros and cons of a product. Comparison
factor is also calculated as a binary variable that is 1
when comparison tokens are observed and 0 otherwise.
The tokens include both keywords and part-of-speech (POS)
tags. We use POS tags that represent comparison words
(JJR, RBR, JJS, RBS)as well as a small set of keywords

(e.g. more, most, less, enough) to reduce the error due to
conversational text. Length: Number of words in a sentence
is an indication for a message to be informative. This factor
is normalized between 0 and 1 relative to all sentences
within a cluster. Sentiment: We use VADER [3] to calculate
sentiment factor as an aggregated score normalized in [-1,
1]. Coherence: We add Coherence factor to reward selection
of sentences that contain word pairs and tend to co-occur
closer within the sentence, as such pairs are more likely to
be semantically related. Given a {keyword, topicalword}
pair and the corresponding sentence, coherence score is
the distance between the position of the topical word and
the keyword in the sentence, normalized by the sentence
length. Coverage: Measures the portion of the aspect words
that are covered by a given sentence. Therefore, it assigns
higher score to sentences that cover more aspect words. We
use a weighting mechanism to account for importance of
topical words based on the weights in topic-word matrix
generated by LDA. Coverage is calculated as sum of the
weights of the topical words present in the given sentence,
divided by sum of weights of all topical words for the
topic. Rating: Measures the intensity of the review about
the product based on the author’s opinion. This is important
information as very high and low rating values can indicate
high likelihood of positive and negative expressions about
the product respectively. The review ratings in our datasets
are integers between 1 (negative) and 5 (positive). Thus,
we use the following formula to emphasize on very high
and low values score = (rating − 3)2/4. By subtracting 3
(the middle point in [1, 5]) from rating we calculate how
far the rating is from neutral. The result is divided by 4
to normalize the score between 0 and 1. Notice that rating
values 1 and 5 both produce the highest value (1) which
is desired. Relevance: Measures the semantic relevance
between the aspect words and each sentence. This factor
goes beyond checking for existence of aspect words in each
sentence, by measuring the semantic similarity in the word
embedding space. In order to calculate this factor for each
sentence, we calculate the cosine similarity between a vector
representing the sentence, and another vector representing
the M aspect words. We use a pre-trained set of word vectors
from GloVe [8] and calculate the vector representations by
averaging on the word vectors. AEMI: The AEMI value of
the most common bigram of a sentence indicates how often
that aspect has been discussed among users. Thus, we use
this value as a factor contributing to our SS2 score. SS2
score is calculated based on weighted sum of all factors.
We specify a weight for each factor to put more emphasize
on some factors over others. Therefore, SS2 = wressres +
wcmpscmp +wlenslen +wsntssnt +wcohscoh +wcovscov +
wratsrat +wrelsrel +waemisaemi, where wi and si are the
weight and factor value used for ith factor, and res, cmp, len,
snt, coh, cov, rat, rel, aemi represent reasoning, comparison,
length, sentiment, coherence, coverage, rating and AEMI



factors respectively. Finally, the sentences associated with
each aspect are ordered in decreasing order of their SS2
score and sent to the categorization step.

3) Ranking and Categorizing Sentences: The sentences
ordered by SS2 are then categorized into two groups of pros
and cons based on their sentiment score. Specifically, first
the sentiment score is calculated for each next sentence from
the top of the ranked list. If the sentiment score falls in the
sentiment threshold conditions the sentence is added to the
corresponding list. The process stops once both lists contain
K sentences or when no sentences left. Finally, the pros and
cons lists are returned.

C. Summarizing Aspect Words

In addition to the pros and cons identified by the last
steps, we provide a summarized description of the aspects.
Although the word pairs generated in Alg. 2 could be
used to describe the aspects, they might not be meaningful.
For example, {“reservoir”, “water”} is a pair but “water
reservoir” would be more meaningful. We did not need to
consider the word ordering in Alg. 2 because a descrip-
tive/opinion word might be before or after the aspect word.
Therefore, to find meaningful bigrams (not just pairs) we
calculate AEMI of both bigrams in each pair (e.g. “reservoir
water” and “water reservoir”). That is, we calculate an
ordered AEMI table for the pairs (word, aspectWord) to
take into account the ordering of the co-occurrence as well.
As a result, for a bigram to score high, the two words
should often co-occur in the same order of the bigram. The
interpretation of each term in this case is different from
Sec. IV-B as the probability calculations take the ordering of
the word occurrences into account. For example, p(A,B) is
the probability that A occurs before B in a sentence. Also,
p(A, B̄) is the probability that A exists but not followed by
B, that is, if B occurs before A it is not counted. p(A) is
the same as before; the probability that a sentence contains
A. We note that the AEMI table for this task, unlike the one
in Sec. IV-B, is fully-filled (except for the diagonal).

After finding the representative bigrams for each aspect,
we use a greedy approach to find the minimal set of bigrams
that cover the selected pro and con sentences. Specifically,
we order the bigrams in decreasing order of their AEMI
values, select the first bigram, and eliminate all pro/con
sentences that cover (contain) the bigram. The next bigram
is selected only if there is a pro/con sentence that is not
covered by previously selected bigrams. The process stops
once all sentences are eliminated. Finally, the set of selected
bigrams is returned.

V. EXPERIMENTAL EVALUATION

A. Evaluation Criteria

We evaluate the effectiveness of pros and cons extracted
by our technique compared to those of Kim and Hovy [1]
that we call KH06 hereafter. Our evaluation criterion is the

extent to which sentences selected by each algorithm indi-
cate meaningful pros and cons. We calculate Discounted Cu-
mulative Gain (DCG) to quantify the ordering quality of the
sentences in the pros-and-cons table. We expect more rele-
vant sentences to appear higher in the table. DCG for a pros-
and-cons table is calculated as an average between DCG of
pros and cons lists. DCG(sentenceList) =

∑
( reli
log(i+1) )

where sentenceList can be prosList or consList, and reli
is relevance of sentence i.

The evaluation is performed at three levels: 1) Product
Level: The pros and cons are considered relevant as long
as they are about the product. 2) Aspect Level: The pros
and cons should be related to the product and the given
aspect. 3) Aspect Summarization: We measure the quality
of the representative bigrams extracted by our aspect sum-
marization algorithm. We use DCG to evaluate the quality
of the pros and cons extracted by the algorithms in product
level and aspect level. Plus, we use precision to evaluate the
aspect summarization algorithm. Precision is calculated as
the number of correctly identified bigrams divided by the
total number of identified bigrams.

To establish the ground truth of the relevance of a
sentence, we asked three evaluators to label each of the
outputted sentences by one of three classes pro, con, neither
based on their personal opinion. The evaluators were asked
five questions to provide ground truth for three levels of
evaluations. The first two questions were about the quality
of the pros and cons, and the next three questions were
related to the quality of aspect summarization task. Given a
list of top-K (K=10 in this case) pros and cons sentences,
the first question aims to determine whether each sentence
represented a pro, con, or neither. This question is at the
product level and does not ask the evaluators to consider
any product aspects. In the second question, given a list of
top-K (K=5 in this case) sentences per aspect, the goal is
to determine whether each sentence is a pro, con, or neither
with respect to the given aspect. Therefore, this question
is at the aspect level and the evaluators should consider
whether each sentence is relevant to the aspect. Question
three provides a list of aspect words, generated by LDA, for
each aspect. Question four provides a list of representative
bigrams extracted by our aspect summarization method IV-C
for each aspect. In questions three and four we ask “Does
each of the following lists represent/describe at least one
product aspect? yes/no”. We establish the ground truth based
on the majority votes from our three evaluators. We calculate
precision based on the number of lists that contain product
aspects according to the evaluators. We removed the fifth
question and its results from the short version. For more
information refer to the longer version of this paper.

B. Data

We used three data sets from Amazon Reviews data
collected and published by McAuley [9]: 1) Cellphone data



set; contains 837 reviews about an Android smart phone
(asin: “B0090AAOUW”), 2) Phone Case data set; contains
766 reviews about a Otterbox Defender Series Case for
iPhone 4 & 4S (asin: “B005SUHPO6”), 3) Coffee Maker
data set; contains 985 reviews about a Keurig k-cup coffee
maker (asin: “B000AQPMHA”).

C. Procedures

Since KH06 doesn’t propose a solution to extract as-
pects, we perform the comparison between our algorithm
and KH06 in two modes; product-level and aspect-level
discussed as follows.

1) Product-Level: We simplify our algorithm to extract
product-level pros and cons. Therefore, the aspect extraction
step is removed from our algorithm. We refer to this version
of our algorithm as “ProCon-PL”. The ground truth label for
each sentence in this mode is obtained from the first question
from the evaluators as discussed in V-A. We used the labeled
(“pro” or “con”) data set created by Liu et al. [10] to train the
KH06 algorithm. Next, we used the Amazon reviews data as
the test data set. We collected top 10 pros and cons predicted
by the algorithm in decreasing order of the prediction values
generated by the model.

2) Aspect-Level: In order to add aspects to KH06, we
first extract aspects by our aspect extraction Alg. 1. Then
for each aspect and its associated sentences, we run KH06
to find top-K pros and cons (K=5 in this case). We refer
to this version of KH06 as “KH06-AL”. The ground truth
for each sentence in this mode is obtained from the second
question from the evaluators as discussed in V-A.

3) Aspect Summarization: Finally, we evaluate the qual-
ity of the summarized aspects generated by our aspect
summarization method in IV-C. The ground truth is based
on the fifth question from the evaluators as discussed in V-A.

D. Results on Pros and Cons

At the product-level, Table Ia illustrates the DCG results
generated by KH06 compared to the product level version of
our algorithm (ProCon-PL) discussed in V-C1 on the three
data sets explained in V-B. Overall, ProCon-PL outperforms
KH06 in product mode on all three data sets. The “Avg”
column shows the average between the DCG results of pros
and cons. At the aspect-level, Table Ib shows the DCG
results generated by KH06 with aspect extraction (KH06-
AL) discussed in V-C2 and our algorithm (ProCon) on
the three data sets explained in V-B. ProCon significantly
outperforms KH06-AL on all three data sets. The “Avg”
column shows the average between the DCG results.

Examples of Pros and Cons Tables: Tables IIa and
IIb show example pros and cons from one example aspect
identified by our algorithm (ProCon) compared to those of
KH06 in aspect level (KH06-AL) on Coffee Maker data set.
The top-5 aspect words that describe this aspect are water,
unit, tank, reservoir, noise. By looking at the aspect words,

Table I: DCG Results
(a) Product-Level

Cellphone
Pros Cons Avg

ProCon-PL 15.09 13.13 14.11
KH06 14.05 10.57 12.31

Phone Case
ProCon-PL 14.05 10.34 12.19

KH06 10.98 5.71 8.35
Coffee Maker

ProCon-PL 15.09 15.09 15.09
KH06 15.09 1.11 8.10

(b) Aspect-Level
Cellphone

Pros Cons Avg
ProCon 9.03 9.38 9.21

KH06-AL 2.75 3.13 2.94
Phone Case

ProCon 9.09 8.55 8.82
KH06-AL 2.68 2.67 2.67

Coffee Maker
ProCon 8.77 8.89 8.83

KH06-AL 2.19 1.63 1.91

one can realize that the aspect is about the water reservoir,
tank and other related functionalities as well as effects such
as noise. Therefore, it is desired to find pros and cons that
are related to this aspect.

KH06-AL shows many mistakes mostly because the se-
lected sentences are not related to the aspect. For example
the first and second detected pros in Table IIa are pros, but
they are not related to the aspect. Although the algorithm
is using the aspect extraction Alg. 1 from our ProCon, it is
still making many mistakes.

In addition to pros and cons, our ProCon provides a
summary of each identified aspect via bigrams. The first row
in Table IIb shows the summary. First, the summary bigrams
tend to point to aspects of the product that are very related
together. They also indicate the key product aspects that are
mentioned in the selected reviews. Therefore, by looking at
them, one can quickly learn about the aspect and the ideas
described by the selected sentences. Also, in contrast to the
unigram aspect words generated by LDA, the bigrams tend
to be more meaningful and informative. For example, “unit”
in the aspect words indicates a broad concept, but when it
is paired with “noise” the reader gets a better idea about a
potential negative effect of the coffee maker.

Although our ProCon can find related pros and cons, there
are instances that it makes mistakes. For example, the 4th
and 5th pro and the 5th con in Table IIb. Similar to the results
from other aspects or other data sets, the mistakes tend to
be “N” (neither) which mostly occur in complex situations
where even though the aspect is discussed, what shapes the
positive or negative opinion is not about the aspect. For
example, in sentence 5 in cons column, the main reason
for coffee losing its taste is the “thin plastic coffee cup” not
the “hot water”. One possible solution would be to improve
the Reasoning Factor of SS2 such that it identifies the cause
and effect. In this example, the first sentence “The coffee
also loses its taste” would be the effect, and “hot water is
pouring through thin plastic coffee cups” would be the cause.
Identifying causality in general is a difficult task, but perhaps
it can be applied to sentences with explicit reasoning like
the one discussed. The next mistake is the fourth pro which
is voted as “neither” by the evaluators. Unlike the previous
mistake, where the sentence represents an actual con, but it is
not due to a flaw of the aspect, this mistake does not seem to
be a pro. The main reason that this sentence shows so high



(a) Kim2006-AL: Example Pros & Cons for aspect words (water,unit,tank,reservoir,noise) from Coffee Maker data set
Pros Cons

Representative Sentence GT Representative Sentence GT
1 easy to use and makes great coffee. N emailed [...] how to drain the unit [...], was told there is no way. C
2 great price, easy to use, wonderful espresso. N [...] there is no way to fully drain the coffeemaker of water. C

3 the water tank is removable for cleaning and has clearly marked water
level indicators.

P i looked online for ways to drain the maker to get it off of my counter
while using my machine. N

4 the convenience is great, and the coffee is good . N [...] you can not drain the internal water reservoir. C

5 this coffee maker makes quick, excellent single cups of coffee , which
is great for small households. N if you forget to turn the power button on , before adding water and

your k-cup , the water will drain into the machine. C

(b) ProCon: Example Pros & Cons for aspect words (water,unit,tank,reservoir,noise) from Coffee Maker data set

Summary water reservoir, hot water, water heater, unit noise
Pros Cons

Representative Sentence GT Representative Sentence GT

1 nice thing [...] it was fast, as it pushed the hot water through with
a good amount of pressure. P i have had no real problems with my b40 coffee maker until i

cleaned the water reservoir.
C

2 the water reservoir is large enough for may daily coffee consump-
tion.

P be sure that you don’t block the water outlets in the needle or you
will get less coffee in the cup. C

3 i had emptied the removable water reservoir and easily cleaned
the appropriate parts. P you have to add more water to the water tank that already has

enough to make a cup of coffee. C

4 again, an add-in paper filter would be useful to slow the water
and create a better brew slurry. N It worked fine for two weeks. Then it started making a horrible

noise.
C

5 the energy efficiency paradigm with this coffee maker will likely
be similar to that of on-demand water heaters

N the coffee also loses its taste because hot water is pouring through
thin plastic coffee cups N

Table III: Precision of aspect words (1st col), precision of
representative bigrams (2nd col) in [0, 1]

Aspect Word Representative Bigram
Cellphone 0.43 1.0

Phone Case 0.25 0.75
Coffee Maker 0.60 1.0

in the list is the high SS2 score which is due to positive
words like “useful” and “better” that lead to high sentiment
value. One possible way to remedy this case is to take into
account the grammar relationship (e.g. by dependency tree
analysis) and assign higher importance to words in closer
relationship with the aspect words.

E. Results on Aspect Summarization

Table III shows that the representative bigrams have a
higher precision than aspect words in identifying aspects
based on the three data sets. The precision values indicate the
ratio of aspect words or bigrams that represent informative
aspects of the product based on the user evaluation. The
precision results show that unlike the aspect words, the
bigrams extracted by our aspect summarization method IV-C
are likely to represent a meaningful aspect of the product.

VI. CONCLUSION

We extract aspects from product reviews, summarize
them via bigrams and assign the review sentences to the
related aspects. A longer version of this paper can be found
here:https://cs.fit.edu/∼pkc/papers/bigdata18long.pdf
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