12. Edit Distance

String Alignment

Knuth, in (Knuth, 1993), shows how to transform words into graph using a seven step ladder of one letter substitutions.

\[
\begin{align*}
\text{words} & \rightarrow \text{wolds} \\
& \rightarrow \text{golds} \\
& \rightarrow \text{goads} \\
& \rightarrow \text{grads} \\
& \rightarrow \text{grade} \\
& \rightarrow \text{grape} \\
& \rightarrow \text{graph}.
\end{align*}
\]

Imagine applications where the distance between strings could be useful.

Spell checkers provide a list of nearby words when a string is not found in the dictionary. DNA, the molecule of life, can be abstracted as strings over the alphabet

\[\text{DNA} = \{\text{A, C, G, T}\}\]

Geneticists study the similarities and differences in DNA among members of a species and between species.

The similarity of two strings can be measured by an edit distance: The cost of a sequence of edit operations that change one string into another. Many different edit operations and cost measures have been proposed. Most measures define a metric space.

Definition 15: Metric on Strings

Let \(\Sigma^*\) be the set of all strings over an alphabet \(\Sigma\). A metric \(d\) is a function

\[d : \Sigma^* \times \Sigma^* \rightarrow [0, \infty)\]

with the properties:

1. **Non-negativity:** \(d(s, t) \geq 0\) for all strings \(s, t \in \Sigma^*\)
2. **Zero-distance:** \(d(s, t) = 0\) if and only if \(s = t\)
3. **Symmetry:** \(d(s, t) = d(t, s)\)
4. **Triangle Inequality:** \(d(s, u) \leq d(s, t) + d(t, u)\)

The common edit operations are substitute, insert, and delete.
Definition 16: String Operations

Let \( \alpha \) and \( \beta \) be strings over \( \Sigma \). Let \( x \) and \( y \) be a character in alphabet \( \Sigma \). Define three operations:

- **Insertion**: \( \alpha \beta \mapsto \alpha x \beta \)
- **Deletion**: \( \alpha x \beta \mapsto \alpha \beta \)
- **Substitution**: \( \alpha x \beta \mapsto \alpha y \beta \)

For instance, to align \( \alpha = \text{ALGORITHM} \) with \( \beta = \text{ALGEBRAIC} \) this sequence of editing operations might be used, where \( s \), \( i \) and \( d \) stand for substitution, insertion, and deletion.

<table>
<thead>
<tr>
<th>A L G O - R - I T H M</th>
<th>A L G E B R A I C - -</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>i</td>
</tr>
<tr>
<td>i</td>
<td>s</td>
</tr>
<tr>
<td>d</td>
<td>d</td>
</tr>
</tbody>
</table>

If each operation has a cost of 1, then the distance between these two string is 6.

Levenshtein distance is a commonly used metric on strings. It is defined iteratively based on string length. Let \( \lambda \) denote the empty string. Then, the distance from any string \( \alpha \) to \( \lambda \) is the length of \( \alpha \).

\[
d(\alpha, \lambda) = d(\lambda, \alpha) = |\alpha|
\]

Otherwise, let \( d_{\alpha, \beta}(i, j) \) be the distance between \( \alpha[1..i] \), the first \( i \) characters of \( \alpha \), and \( \beta[1..j] \), the first \( j \) characters of \( \beta \).

- If \( \alpha[i] \) is deleted in aligning \( \alpha[1..i] \) with \( \beta[1..j] \), this edit distance is the distance between \( \alpha[1..(i - 1)] \) and \( \beta[1..j] \) plus 1.

- If \( \beta[j] \) is deleted in aligning \( \alpha[1..i] \) with \( \beta[1..j] \), this edit distance is the distance between \( \alpha[1..i] \) and \( \beta[1..(j - 1)] \) plus 1.

- If \( \alpha[i] \) is substituted \( \beta[j] \) in aligning \( \alpha[1..i] \) with \( \beta[1..j] \), this edit distance is the distance between \( \alpha[1..(i - 1)] \) and \( \beta[1..(j - 1)] \) plus 1 if \( \alpha[i] \neq \beta[j] \). And, otherwise, it is just \( d((i - 1), (j - 1)) \).

The value of \( d(i, j) \) is the minimum over all of these values.

Definition 17: Levenshtein distance

Let \( \alpha \) and \( \beta \) be strings over \( \Sigma \). For \( 0 \leq i \leq |\alpha| \) and \( 0 \leq j \leq |\beta| \),
Define the edit distance between $\alpha[1..i]$ and $\beta[1..j]$ to be

$$
d(i, j) = \begin{cases} 
\max(i, j) & \text{if } \min(i, j) = 0 \\
\min \left( 
\begin{array}{l}
\begin{aligned}
d(i - 1, j) + 1 \\
d(i, j - 1) + 1 \\
d(i - 1, j - 1) + [\alpha_i \neq \beta_j]
\end{aligned}
\end{array}
\right) & \text{otherwise}
\end{cases}
$$

where $[False] = 0$ and $[True] = 1$ is the characteristic function.

### Problem 9: String Edit Distance Problem

**Decision Problem:** Given strings $s$ and $t$, is $m$ the minimum number of edits to transform $s$ into $t$?

**Function Problem:** Given strings $s$ and $t$, find one or more edit sequences that minimize the distance between these strings.

One alignment of

$$s = \text{TAGCTATCA} \quad \text{and} \quad t = \text{AGGCTATTA}$$

might look like this:

```
T A G - C T A T C A
- A G G C T A T T A
```

The table below shows the initial configuration when computing the minimal edit distance between

$$s = \text{TAGCTATCA} \quad \text{and} \quad t = \text{AGGCTATTA}$$

The rows and columns are labeled by the characters in the strings.

The $\lambda$ column shows the costs for inserting of $\text{TAGCTATCA}$ into an empty string. These costs are $d(i, 0) = i$ for $i = 0, \ldots, 9$.

The $\lambda$ row shows the costs for inserting $\text{AGGCTATTA}$ into an empty string. These costs are $d(0, j) = j$ for $j = 0, \ldots, 9$. 
Values can be computed along diagonals. The first computed value comes from comparing T and A.

\[
d(1, 1) = \begin{cases} 
    d(0, 0) (= 0) & \text{if } T = A \\
    \min \begin{cases} 
        d(0, 1) + 1 (= 2) \\
        d(1, 0) + 1 (= 2) \\
        d(0, 0) + 1 (= 1)
    \end{cases} & \text{otherwise}
\end{cases}
\]

Downward moves ↓ and horizontal moves → always cost 1. Diagonal moves ↘ cost 0 or 1 depending on whether the next characters match or not. The minimum of these costs is the new value.
Now, compute values in the next diagonal:

<table>
<thead>
<tr>
<th></th>
<th>λ</th>
<th>A</th>
<th>G</th>
<th>G</th>
<th>C</th>
<th>T</th>
<th>A</th>
<th>T</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Next, compute $d(3, 1)$, $d(2, 2)$, and $d(1, 3)$.
The complete edit distance table is:

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>G</th>
<th>G</th>
<th>C</th>
<th>T</th>
<th>A</th>
<th>T</th>
<th>T</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tracing back in the array reveals optimal alignments.
The optimal alignment has cost 3

\[
\begin{align*}
&T A G - C T A T C A \\
- &A G G C T A T T A \\
\text{d} &i &s
\end{align*}
\]

Here is a C implementation of edit distance.

**Listing 58: Iterative String Edit Distance**

```c
169a ⟨Iterative String Edit Distance 169a⟩≡
int editDist(char *s, int ls, char *t, int lt)
{
    int distances[ls][lt];

    (If either string is empty return 169b)
    (Initialize the first row and first column 170a)
    (For every pair of characters 170b)
    {
        (If characters match, use the previous distance 170c)
        (Otherwise, use the minimum distance 170d)
    }
    return distance[ls-1][lt-1];
}
```

If either string s or t is empty, return the length of the other, which translated to inserting its characters. The C-idiom is “if ls=0, then !ls is True.”

**169b ⟨If either string is empty return 169b⟩≡**
if (!ls) return lt;
if (!lt) return ls;

Initializing the first row and column has time complexity $\Theta(n + m)$.

\[\begin{align*}
&\text{Initialize the first row and first column} \quad 170a \\
&\text{for (int } i = 0, \text{ int } j = 0; \text{ i < m, j < n; i++, j++)} \\
&\quad \{ \\
&\quad \quad \text{distances}[i][0] = i; \\
&\quad \quad \text{distances}[0][j] = j; \\
&\quad \} \\
&\text{There are nm pairs of characters, assuming the source string } s \text{ has} \\
&\text{length } ls = n \text{ and target string } t \text{ has length } lt = m. \\
&\text{For every pair of characters} \quad 170b \\
&\text{for (int } i = 1; \text{ i < ls; i++)} \\
&\quad \text{for (int } j = 1; \text{ j < lt; j++)} \\
&\text{Testing for a match has complexity } O(1). \\
&\text{If characters match, use the previous distance} \quad 170c \\
&\text{if (s[i-1] == t[j-1])} \\
&\quad \text{distance}[i][j] = \text{distance}[i-1][j-1]; \\
&\text{And when a mismatch occurs, only a few table look-ups, compar-} \\
&\text{isons, and assignments are necessary.} \\
&\text{Otherwise, use the minimum distance} \quad 170d \\
&\text{else} \\
&\quad \{ \\
&\quad \quad \text{min = distance}[i-1][j-1]; \\
&\quad \quad \text{if (min > distance}[i][j-1])} \\
&\quad \quad \quad \{ \\
&\quad \quad \quad \quad \text{min = distance}[i][j-1]; \\
&\quad \quad \quad \} \\
&\quad \quad \text{if (min > distance}[i-1][j])} \\
&\quad \quad \quad \{ \\
&\quad \quad \quad \quad \text{min = distance}[i-1][j]; \\
&\quad \quad \quad \} \\
&\quad \quad \text{distance}[i][j] = 1 + \text{min}; \\
&\} \\
&\text{The performance of the edit distance algorithm is characterized by} \\
&\text{• Time complexity: } O(nm) \text{ to account for the nested for loops.} \\
&\text{• Space complexity: } O(nm) \text{ to account for storing the table.} \\
&\text{• Trace-back: } O(n + m) \text{ to construct the optimal alignment.} \end{align*}\]
Exercises

1. Fill in the optimal alignment table for seat and belt.
2. Fill in the optimal alignment table for park and spake.
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