10. Insertion Sort

Insertion Sort

It is said that insertion sort is how many sort a hand of cards. An empty hand is sorted. A single, first card, is sorted. As every other card is dealt, insert it into the previously sorted hand.

The functional `insertion_sort` code below uses a helper function to perform the insertion.

```haskell
Listing 28: Functional Insertion Sort
⟨Functional insertion sort 115a⟩≡
insertion_sort :: Ord a => [a] -> [a]
insertion_sort [] = []
insertion_sort [x] = [x]
insertion_sort (x:xs) = insert (insertion_sort xs)
where insert [] = [x]
insert (y:ys) | x <= y = x : y : ys
| otherwise = y : insert ys
```

An imperative implementation is given below. It assumes a sentinel, `A[0]`, that is smaller every other element in the array. The invariant of the algorithm is that after the `i`th step, the array `A[0..i]` is sorted.

```c
Listing 29: Imperative Insertion sort
⟨Insertion sort 115b⟩≡
void InsertionSort(int A[], int n) {
    int i, j, v;
    for (i = 2; i < n; i++) {
        v = A[i];
        j = i;
        while (A[j-1] > v) {
            A[j] = A[j-1];
            j = j - 1;
        }
        A[j] = v;
    }
}
```

To insert sort a list `x:xs`,
- Insert sort the tail `xs`.
- Insert `x` at the head if it is smaller than the head of the insertion sorted list `(y:ys)`.
- Otherwise, leave `y` as the head of the sorted list and insert `x` in the tail `ys`. 
Insertion Sort – Analysis of Complexity

The time complexity of the imperative algorithm can be computed using these observations:

- The outer for loop on i is executed n – 1 times
- There are two initial assignment in this outer loop, a while loop, and a final assignment
- The comparison in the while loop Boolean expression may execute as many as i times and as few as 0 times
- In the best case (the data is sorted in ascending order), insertion sort will execute 3n – 3 assignments and n – 1 tests of the Boolean expression in the while loop. Thus, the time complexity is O(n)
- In the worst case (the data is in descending order), the while loop executes i times making i evaluations of the Boolean expression and 2 assignments on each pass of the loop. This occurs for every value of i from 2 to n, thus the total complexity is

\[
3n - 3 + \sum_{i=2}^{n} 3i = 3n - 3 + 3 \left[ \frac{n(n + 1)}{2} - 1 \right]
\]

The time complexity is O(n²)
- For the average case, we need the probability that k compares are made in the while test for k = 1 to i
- For given k = 1, ..., i there will be k compares if and only if

\[
\]

and

\[
A[i - k] \leq A[i]
\]

That is, A[i] is the kth largest element in the array

\[
A[1], A[2], ..., A[i - 1], A[i]
\]

- The probability of this is 1/i: There is one out of i positions to place the kth largest element
• Thus the average number of comparisons is

\[
\sum_{i=2}^{n} \sum_{k=1}^{i} \frac{1}{i} = \sum_{i=2}^{n} \frac{i+1}{2} = \frac{(n+1)(n+2)}{4} - \frac{3}{2}
\]

• The average case complexity is \(O(n^2)\)

<table>
<thead>
<tr>
<th>Example: Insertion sort operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i = 2)</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>0 2 5 7</td>
</tr>
<tr>
<td>0 2 7 5</td>
</tr>
<tr>
<td>0 5 2 7</td>
</tr>
<tr>
<td>0 5 7 2</td>
</tr>
<tr>
<td>0 7 2 5</td>
</tr>
<tr>
<td>0 7 5 2</td>
</tr>
</tbody>
</table>

For \(i = 2\), there are \(\frac{9}{6}\) comparisons, on average
For \(i = 3\), there are \(\frac{12}{6}\) comparisons, on average
The average number of comparisons, over all \(i\), is

\[
21/6 = 7/2 = \frac{(3+1)(3+2)}{4} - \frac{3}{2} = 5 - \frac{3}{2}
\]

Exercises

1. Consider the selection sort algorithm below. Explain the code and analyze its time complexity.

Listing 30: Functional Selection Sort

\[
\text{select\_sort : (Ord a) => [a] -> [a]}
\]

\[
\text{select\_sort [] = []}
\]

\[
\text{select\_sort xs = let x = maximum xs}
\]

\[
\text{in select\_sort (remove x xs) ++ [x]}
\]

\[
\text{where remove _ [] = []}
\]

\[
\text{remove a (x:xs)}
\]

\[
\mid x == a = xs
\]

\[
\mid \text{otherwise} = x : \text{remove a xs}
\]

2. Consider the selection sort algorithm below.
Listing 31: Imperative selection sort

```c
Imperative selection sort ≡
void selectionsort(int A[], int n)
{
    int i, j, min;
    for (i = 1; i < n; i++) {
        min = i;
        for (j = i+1; j < n; j++) {
            if (A[j] < A[min]) {
                min = j;
                swap(A[min], A[i]);
            }
        }
    }
}
```

(a) Compute the average number of swaps on the 6 permutations of \{2, 5, 7\}. Construct a table, similar to the table in example to show your computations.

(b) Find a general formula for the average number of comparisons in the insertion sort algorithm.
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